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Kinetic modeling and molecular dynamics simulation of ultracold neutral plasmas including
ionic correlations
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A kinetic approach for the evolution of ultracold neutral plasmas including interionic correlations and the
treatment of ionization/excitation and recombination/deexcitation by rate equations is described in detail. To
assess the reliability of the approximations inherent in the kinetic model, we have developed a hybrid molecu-
lar dynamics method. Comparison of the results reveals that the kinetic model describes the atomic and ionic
observables of the ultracold plasma surprisingly well, confirming our earlier findings concerning the role of
ion-ion correlationgPhys. Rev. A68, 010703(2003)]. In addition, the molecular dynamics approach allows
one to study the relaxation of the ionic plasma component toward thermodynamical equilibrium.
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I. INTRODUCTION electron dynamics proceeds on a much smaller time scale
than the ion motion, if7,8] the electron heating could be
Recent experiments have produced ultracold neutral plasstydied for the early stage of the plasma evolution only,
mas from a small cloud of laser-cooled atoms confined in gyhere the ionic component does not show dynamical effects.
magneto-optical trapl—6]. In one type of experimerfi—3],  On the other hand, ion heating has been studied only in the
a plasma was produced by photoionizing laser-cooled X¢ramework of a model system, consisting of a homogeneous
atoms with an initial ion temperature of about A&. By  gas of Debye-screened iofi7], such that the influence of
tuning the frequency of the ionizing laser, the initial electronthe subsequent expansion could not be explored.
energy E, could be varied corresponding to a temperature The first quantitative comparison with experimental ob-
range 1 K<Eg/kg <1000 K, and the subsequent expansionservations was given if10], with the plasma dynamics mod-
of the plasma into the surrounding vacuum was studied syseled within a hydrodynamical approach and ionization, exci-
tematically. In a complementary type of experim¢at-6],  tation, and recombination treated by a separate set of rate
ultracold Rb and Cs atoms were laser excited into highequations. Since this model accounts only for the mean-field
Rydberg states rather than directly ionized. In these experipotential created by the charges, it cannot describe effects of
ments, the spontaneous evolution of the Rydberg gas into jgarticle correlations. However, it was also shown there that
plasma has also been observed. The time evolution of severgde electronic Coulomb coupling paramet&y does not ex-
quantities characterizing the state of the plasma, such as th@ed a value of<0.2 during the plasma expansion due to
plasma density1,2], the degree of ionizatiofd—6], or the  heating by three-body recombination. Thus, the influence of
energy-resolved atomic level populatif8i, have been mea- electron-electron correlations on the dynamics of the plasma
sured using various plasma diagnostic methods. could be neglected. On the other hand, three-body recombi-
These experiments, which have paved the way toward anation does not influence the ionic temperature, so that the
unexplored regime of ionized gases, give rise to new pheions can heat up only through correlation heatingd en-
nomena in atomic physics as well as in plasma physicsergy exchange with the electrons, which, however, is very
Hence, a number of different theoretical approaches havelow). Since the ionic temperature was set to zerflifj, the
been formulated to cover different aspects of these experiole of ion-ion correlations could not be explored. In a pre-
ments[7-13. liminary study[13], we showed that they indeed change the
An important issue is the question whether the plasmauvolution of the system quantitatively, although not qualita-
produced would be strongly coupled or not. The correlationtively. In the following, we will give a detailed account of
strength is determined by the Coulomb coupling parametethe kinetic model used ifi.3] and of all relevant ingredients.
I'=¢€?/(akgT) with the Wigner-Seitz radiua [14]. A plasma  We will also develop a hybrid molecular dynami¢$MD)
is called “strongly coupled” ifl’>1, i.e., if the Coulomb approach which treats the electronic plasma component in an
interaction between the plasma particles greatly exceeds thgliabatic approximation while the ions are fully accounted
thermal kinetic energy. In this case, interesting ordering effor. Such an approach permits the description of situations
fects such as Coulomb crystallization can be observedvhere the ions are strongly couplgtb,18, which is clearly
[15,14. For the initial conditions of the experiments of Kil- beyond the capabilities of the simple kinetic model. Never-
lian and co-workers[1-3], however, the development of theless, for the typical situations realized in the experiments
equilibrium electron-electron correlations leads to a rapid1-3], comparison of the two theoretical approaches yields
heating of the electron gas, which prevents the electron Couwrery good agreement, corroborating our findings reported
lomb coupling parametel’, from exceeding unity7]. The  earlier[13] and establishing firmly that one can capture the
same has been argued for an ion plasmélifi. Since the relevant physics with the relatively simple kinetic approach.
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Il. THEORETICAL APPROACH a(r) V2
fo(r,v) cexpl — —
e 1 1

Our kinetic approach is similar to the one [if0]. The ks Te 2kg T,
main difference is the inclusion of ion-ion correlatio€s)
which will be described in detail below. Briefly, a set of
kinetic equations is formulated for the evolution of the yo ean fielq potential in terms of the ionic density
plasma (Sec. IIA), while ionization/excitation and = [f.dv, resulting in
recombination/deexcitation are taken into account on the ba-" """’
sis of rate equationgSec. Il B). In order to test the applica- _ O, pi
bility and accuracy of this model, we have developed a less Ge= kBTe?- (5
approximate and more flexible but computationally much '
more demanding approach. It uses molecular dynamics fddsing Eq.(5), the following evolution equations for the sec-
the ionic motion while the electron component is treated as @1d moments of the ion distribution function are derived
fluid assuming a quasisteady stéBec. Il O. from Eq.(2):

(4)

whereT, is the electron temperature. Equati@h together
with a quasineutral approximatig20] allows one to express

aHr?) =2r -v), (6a)

A. Kinetic description

Starting from the first equation of the Bogoliubov-Born- M =T, 2 n §k T + }N_—lf _ E.
Green-Kirkwood-Yvon(BBGKY) hierarchy[19], the evolu- 2 AT -v) 2 @9 20 ) pior-Finar,
tion equation for the one-particle distribution function (6b)
f,(r,v,t) of the free plasma charges is obtained as

Me+V - G)Talr V. %a@% - Ni"1<kBTef pidyudr
:EJ[argoag(r,r’)]a\,faﬁ(r,v,r’,v’,t)dr’dv’, (1)

B —fv-(o’!rgoii)wn(r,v,r’,v’)drdvdr’dv’)
where «, B label the particle specig®, i for electrons and
ions, respectively f,4(r,v,r’,v’,t) denotes the two-particle (6¢)
distribution function for the corresponding particle 5peCieswhere<r2>:N.‘lfrzf-(r v)drdv, etc. The “correlation force”
and ¢,3=0,05/|r —1'| is the Coulomb interaction potential F.(r) is gi ! n ’

i given by

between the chargeg, and ggz. Electron-electron correla-
tions are very small during the plasma expansion, since the
electrons will quickly heat up due to three-body recombina- Fi(r) = ‘f (G @i)pi(r")gi(r,r)dr’, (7)
tion and the additional heating due to correlation effects is
small in comparison[10]. Hence, we neglect electron- where the spatial correlation functiog; is defined by
electron as well as electron-ion correlatidrieaving only IC — pi(r)pi(r")gi(r,r’)= fw;(r,v,r’,v")dvdv’ and  u(r)
as a possible influence on the plasma dynamics beyond thefvf;dv is the hydrodynamical drift velocity of the plasma.
mean-field level. On this level of approximation the ion ki- With the help of the second kinetic ion equation of the
netic equation can be written as BBGKY hierarchy, the last term on the right-hand side of Eq.
(6¢) can be written as

P
mi<(7t+V O — rﬁqoa\,)ﬂ :J (ﬁr(,Dii)ﬂvWii(r,V,r,,V,)dr,dV,,

1 1
_f V- (ar(Pii)WiidrdVdr "dv' =— _&tf (,DiiWiidrdVdr "dv’
2 N 2N,

where the function ==V, (8

w; (r,v,r',v') = f,;(r,v,r’,v') = f,(r,v)fi(r',v’) (3)

contains the contributions of ICs to the two-particle distribu- U = if @ipi(H)pi(rH)g;(r,r")drdr’ 9
tion function ande is the mean-field potential created by alll 2N,
plasma charges. Sinee,/m; <1, the relaxation time scale of g the average correlation energy per ion. Hence, (Eq)

the electrons is much smaller than the time scale of thegfiects energy conservation for the ion subsystem. The evo-
plasma expansion under typical experimental conditidfs |,sion of the hydrodynamical velocity is determined by
Thus, we may safely apply an adiabatic approximation for

the electron distribution function, assuming a local Maxwell- mipi[du + (U - d)u] = = KgTedr pi = &, Pnj — piFii (10)
ian distribution

where

wherePy,;=(m/3N;) [ (v—u)?fdrdv is the thermal ion pres-
sure. As shown in the Appendix, in the framework of a local
!Debye screening of the ion-ion interaction is expected to have aensity approximatiogLDA), i.e., by assuming tha; de-
slight quantitative effect on the ion dynamics for the Ibwvalues ~ pends only on the distan¢e—r’| and on the densities at the
considered here. two coordinates andr’, and that the ionic density; varies
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slowly on the length scale whergis significantly different
from zero, the total correlation energy can be approximated akgT; == 29k T = S Wi = 23U, (150
by the well-known LDA expression

&thTe == 2’kaTe (15d)

The last equatioril5d) has been derived from the electron
kinetic equation by making use of the quasineutrality condi-
tion. The set of Eq.15) slightly differs from that presented
1y  dug in [13] where W.=(1/3N,) f pi[&(u;; i)/ dp;]dr was used in-
PR LT (120 stead ofU; in Eq. (15b). A comparison with our numerical
P P MD results shows that Eqgl5) yield a slightly better quan-
where u;(r) is the correlation energy of a homogeneoustitative agreement, while the principal influence of ICs on the
plasma of density;(r), plasma dynamics, which has been partly discussé¢didp is
the same. Equationd5) provide a transparent physical pic-
ture of the expansion dynamics. First, E45d) together
with Eq. (159 reflects the adiabatic cooling of the electron
_ o ) ~ gas, i.e,T.o?=const. The ion temperature, on the other
If ICs are neglected in Eq2), the kinetic equation exhibits hand, not only is affected by the adiabatic cooling, expressed

Ui = Ni_lf Ujipidr (11
while the correlation force is found to be

F.=
1] 3

e i (X pi
Uii(r):EPi(r)f de. (13)

the following self-similar solution: by the first term in Eq(15¢), but also changes due to the
(2 m(v = u)>2 development of ICs, which is taken into account by the last
fj exp(— —>eXF‘<— '—) term in Eqg.(15¢0). Furthermore, these correlations reduce the
20° 2K T ion-ion interaction and therefore lead to an effective negative

acceleration, expressed by thg/3 term in Eq.(15b), in
u=yr, (14 addition to the ideal thermal pressure. This contribution,
. I . which corresponds to the average nonideal pressure known
which corresponds to the initial state of the experiments UNfrom homogeneous systenis4,15, also leads to an effec-
'fve potential in which the ions move. As they expand in this
potential, the thermal energy changes due to energy conser-
. X ; vation, as expressed by the second term on the right-hand
last term ?n the right-hand side of E(q.O) can be rewritten side of Eq.(150). Finally, combining Eqs(15) yields a sec-
aspiFi ==3[d(uiipi)/ Ipi]é pi. Interpreting this term as a local g integral of motion, namely, the total energy of the
nonideal pressure, an equation for the parameteias de-  plasma
rived in [13] by averaging the differential equation fluj/r
obtained by inserting Eq14) into Eq.(10) over the plasma
volume. Obviously, this treatment is not unique. Since, as
discussed above, the anséiZ) does not solve Eq10) ex- . . .
actly, multiplying Eq.(10) by different functions ofr and Alt_hough the set of equatiords) det_ermmes the time evo-
averaging over the plasma volume will lead to slightly dif- 'ution of all relevant macroscopic plasma parameters,
ferent evolution equations for the parameterHere, sup- namely, its W!d.th’ éxpansion veloc!ty, and electrpn and lon
ported by a comparison with our numerical results from theflémperature, 't_'s not a closed _set since an evolut_lon _equatlon
MD simulations, to be discussed below, we assume §k3n for the correlation energy; which enters Eq15g is miss-
that the functional form of the hydrodynamical quantities of N9- Initially, the plasma is completely uncorrelated, so that
Eqs. (14) is not altered by the inclusion of ICs, while the Yi(t=0)=0. However, the initial state corresponds to a non-
dynamics of the parameters appearing in Edd) is deter- equnlbrlum S|tua_t!on_, and the plasm_a ywll relax towa(d ther-
mined from the equation) for the moments of the distri- mod_ynam|c equ!llbnum, t.hereby bg|ld|ng up co_rrelatlons. A
bution function. Clearly, such an approximation cannot beP'€cise description of this relaxation process in the frame-
justified a priori. Hence, it must be validateal posterioriby work'of a kinetic thepry is rather complicated and requires a
comparison with more sophisticated methods which do nofonsiderable numerical effof2l]. We therefore employ a
rely on a reduction of the plasma description to a few maclinear approximation for the relaxation of the two-particle

the correlation pressuigF;; in Eq. (10), however, Eqs(14)
are no longer exact solutions of E@). Using Eq.(12), the

3 3
Eiot= E(kBTe"' kgTi) + Emﬂzoz +Uj. (16)

roscopic parameters. correlation function, the so-called correlation-time approxi-
With this procedure, we arrive at the following set of Mation[22],
equat.ions for the widthr. of _the plasma cloqd, its expansion dw (r,v,r' v/ ;) Wi (1, v, 17Vt = wEr 1)
velocity yr as well as ionic and electronic temperature ~- ‘
andTg: dt Teorr
(17
0o’ = 2y0?, (159

Here, 7o [22,23 is the characteristic time scale for the re-
laxation of particle correlations ang:9 is the equilibrium
keTe+kgT; + 2U; : : : i“h in oul :
y= Ble™ Mg li™3Yii 2 (15b) pair correlation function, which in our case still depends on
! m,o? ’ time via the evolving one-particle distribution function since
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the plasma is freely expanding. As shown[24#] the corre- ing a hydrodynamic treatment of the plasma evolution with
lation time 7., can be well estimated by the inverse ionic rate equations accounting for inelastic collisions between the
pIasma@m Hence, in our calculations we &g}  plasma particles and Rydberg atoms. The rate equation for
= w,;=\m/ (4me’p), wherep=N;/(4mo?)*? is the average the change of density of Rydberg atoms in a state with prin-
ionic density of the plasma. Such a linear approximation i<iPal quantum numben reads

ood only for small deviations of; from its equilibrium . _
?orm. Cle)z/irly, this is not the case in the initial stage of the Pa(n) = e [K(p,)p(P) = K(n,P)pal)] + pd Rpeps
gas evolution. However, after the initial phase of correlation P
heating the system stays very close to its slowly changing —1(N)pa(n)], (20)
local equilibrium, and one may expect Ed7) to yield good
results. Under the same conditions that lead to Ebjy.and
(12), one easily verifies that Eql7) leads to

where K(p,n) is the rate coefficient for electron impact
(de)excitation from levelp to level n, and R(n) and I(n)
describe three-body recombination into and electron-impact
U; - Usd ionization from leveln, respectively. The rate coefficierits
VUi ~ = o (18) R, andl have been taken from the classic work of Mansbach
cor and Keck[26]. Additional processes, such as, e.g., ionization
whereUS=N" [ pu®dr anduf¥r) is the correlation energy by black-body radiation or from dipolar atom-atom interac-
per particle of a homogeneous one-component plasma in laions, are easily included in Eq20) if the corresponding
cal equilibrium. This quantity has been studied intensively inrates are available. Such processes are essential for a descrip-
the past, and approximate analytical formulas are available ition of the early stages of the evolution of a system starting
the literature[14,15. Here, we adopt the interpolation for- with a Rydberg gag4—6], but are of minor importance in
mula from[25] situations starting from a pure plasma.
A A In this framework, the evolution of the system is obtained
—1 —3> (19 by solving Egs(158—15c¢) together with Eq(20) while the
VA +T 14T electron temperature is now obtained from the modified en-
with A,;=-0.9052, A,=0.6322, andAS:—\@/Z—Al/\f'Kz, ergy conservation reIatio_rZ’E.tot+ E,=const instead of Eg.
which yields an accurate interpolation between the Tow- (190, WhereE,=-R2N,n"*is the total energy of the Ryd-
Abe limit and the highF behavior obtained by Monte Carlo berg atoms an®k =13.6 eV.
and MD simulations. It should be noted that in the present
situation u; depends on time since the plasma expands.
Hence, I' and with it the thermodynamical equilibrium As we will show in Sec. Ill, the kinetic description of the
change in time. previous subsections is able to describe the plasma dynamics
The set of equationé&l5) describes the evolution of the to a surprisingly large extent. However, one of the main mo-
plasma part of the system, i.e., a systeniNpfons and elec- tivations of this work is the study of the role of ICs, which
trons. Due to ionization and recombination events occurringare incorporated in the model only in an approximate way.
during the plasma expansi@discussed in detail in the fol- To assess their influence on the dynamics reliably, a more
lowing subsectioy this numbenN;, and hence also the total sophisticated approach is required, e.g., molecular dynamics
massM =N;my,m, IS NOt constant over the course of the evo-simulations which fully incorporate the ionic interactions.
lution. However, such a treatment completely neglects thédowever, a full MD simulation of both electrons and ions is
influence of the bound Rydberg atoms on the dynamics. Oneomputationally very demanding, and only the very early
may argue that they do not influence the plasma evolutiostage of the system evolution can be described in this way
since they do not interact with the ions or electrons by Cou{7]. On the other hand, as argued above, electronic correla-
lomb interaction. On the other hand, a Rydberg atom mayions are not important for the plasma dynamics, so that only
carry a significant amount of kinetic energy, gained from thelCs have to be accounted for in full while the influence of the
acceleration by the electron pressure before its formation bglectrons on the dynamics may be treated on a mean-field
three-body recombination. In a simple approximation, we astevel. Moreover, we have seen that the time scale of equili-
sume equal hydrodynamical velocities and density profilebration of the electronic subsystem is orders of magnitude
for the ions and atoms, in order to account for this effectshorter than that of the ionic subsystem and the time scale of
This implies that the expansion of the neutral Rydberg atomghe plasma expansion. This observation led us to use an adia-
can be taken into account by replacing the midgs of the  batic approximation in Sec. Il A, where the electrons are
ions by the mass of thital system(N;+Nym;, whereN,is  assumed to equilibrate instantaneously, assuming a Maxwell-
the number of atoms. We therefore replace the ion mass ian velocity distribution with a well-defined temperature and
by an effective mas&l+N,/N;)m; in Eq. (15b). The quality  a spatial profile determined from the total mean-field poten-
of this approximation can, of course, also be checked byial of the plasma charges. The clear separation of time scales

uidr) = ke Tl 2(

C. Hybrid molecular dynamics treatment

comparison with the HMD descriptiofsee below. suggests that this adiabatic approximation is well justified,;
o o hence we will keep it in the following. Consequently, we
B. lonization and recombination have developed a hybrid approach where the electrons are

As demonstrated ifil0], a satisfactory description of the treated on a hydrodynamical level as in the kinetic descrip-
dynamics of an ultracold plasma can be achieved by combirtion above, while the ions are propagated individually with
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their mutual interaction and the influence of the electrons on _ r—r
the ions enters via the electronic mean-field potential. This Ml = pet e TJTKF’ (24
hybrid approach permits the use of much larger time steps in kT Tk
the propagation of the system, since the electronic dynamicshe numerical solution of the ion equations of motion rep-
needs not to be followed in detail but only the ionic motion resents the most time consuming part of the plasma propa-
has to be resolved in time. Consequently, the evolution of thgation. In general, folN propagated particles, the corre-
system can be followed over the experimental time scalesponding numerical effort scales with? rendering a
Furthermore, the approximate treatment of ICs in the kinetigreatment of large particle numbers difficult. In order to
model of Sec. Il A can be tested. Finally, beyond the scopgimulate particle numbers relevant to the experiments, we
of the present work, we have shoyh6] that the present have adapted a hierarchical tree code originally designed for
HMD approach can describe situations where the ioniGastrophysical problems, first described[29]. This method
plasma component is so strongly coupled that crystallizatioprovides a numerically exact solution of the ion equations of
of the ions sets in. Such a scenario is clearly beyond thenotion Eq.(24), while the numerical effort grows only as
capabilities of a kinetic approach. N In N with increasingN. More details about the numerical
As discussed above, the electrons are still treated as gocedure can be found, e.g., [iB0].
fluid, while we lift the quasineutral approximation by calcu-  In the framework of the kinetic model introduced in Sec.
lating the resulting mean-field potential from the Poisson|| A, the influence of ICs on the system evolution can be
equation singled out by comparison with the solution of the corre-
_ sponding equations withl; =0. In order to make an analo-
A= 4m€(pe=p)). (21)  gous comparison also for the MD simulations, we have per-
formed calculations propagating the ions in the mean-field

However, using Eq(4) poses a conceptual difficulthll] ﬁ:tential created by all charges. Technically, the mean-field

since the mean-field potential approaches a finite value
large distances and therefore leads to a non-normalizab
electron density. This problem, which has been discussed for

a long time in an astrophysical contg®7], reflects the fact

that a substantial fraction of the electrons indeed escapes the lIl. RESULTS AND DISCUSSION

finite potential barrier at long times during the relaxation  \we will discuss the evolution of a plasma initially con-
process until the total kinetic energy of all electrons is 'esssisting of N,=37 500 electrons anl, =40 000 ions with an
than the height of the potential well. On the time scales Ungyverage density of 23 at a rather low electronic kinetic
der consideration, however, typically only a small amount OfenergyEe/kB:STe/Z:ZO K, comparing the results from the

the electrons escapes the plasma volume, until the resultingnetic model and our MD simulation. Thereby, we put spe-
charge imbalance becomes large enough to trap the remaigps| emphasis on the role of ICs.

ing electrons, which quickly reach a quasisteady state form-
ing a temporarily quasineutral plasma in the central region.
We account for this electron loss by determining the fraction

otential is represented using a test-particle method, widely
ed for various problems in plasma phygisse, e.g.[31]).

A. Global aspects of plasma expansion and recombination

of trapped electrons from the results of Rgf]. The general macroscopic behavior of the system has been
The corresponding steady-state distribution, derived fodescribed before in several publications, experimentally as
the study of globular clusters, is of the forfi2a8] well as theoretically[2,3,10,11. The plasma cloud slowly
expands due to the thermal pressure of the electrons, leading
— X . . . .
¢ 32 to adiabatic cooling of the electrons as well as partial recom-
Pe* exp( kBTe>~f0 exp(=x)x""dx, (22) bination into bound state@igs. 1 and 2 The amount of

recombination and its influence strongly depends on the ini-

where y=mw2./ (2kgT,) with the velocityves(r) necessary tial electron temperature and density. If the electrons are too

to escape from a given position in the plasma. In the preserftol (about 50 K for typical experimental densities - of

case, the potential can have a nonmonotonic radial spacg?” ¢M ), recombination is strongly suppressed and the sys-

dependence and the escape velocity has to be defined as t€m dynamics is well described by the results[26] ob-
tained for the collisionless plasma expansjéh

%]evgsc(r) = rT,‘a>{<P(f’) —o(n], (23) 1. Temporal evolution of the electronic temperature
r'=r
For the lower electron temperatures considered here, as
in contrast to astrophysical problems where one only has aan be seen in Fig. 1, there is an initial increase of the elec-
single sign of “charge” andnevéJZ:—E [28]. For a given tron temperature due to electron heating by three-body re-
electron temperatur@, and ion densityp; the electron den- combination and subsequent deexcitation of the formed
sity is found by numerical iteration of Eq&§21)—23) until Rydberg atoms. At low initial electron energies this heating
self-consistency is reached. drastically increases the electron temperature and thus accel-
Knowledge of the electron density then permits propagaerates the plasma expansi¢h0], which explains the en-
tion of the ions in the electron mean fieMp,=47€’p, and  hanced expansion velocity observed2j. In contrast to this
the full interaction potential of the remaining ions, recombination heating of the electrons, the inclusion of ICs
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15—

M e Moreover, the faster decrease of the electron temperature due
e 1 to the inclusion of ICs, predicted by the particle simulations,
" 10s is quantitatively reproduced by the much simpler kinetic
model.
Hence, the simple evolution equatioflb) are sufficient
to clarify the role of ICs in the expansion dynamics. Accord-
ing to Eq.(150), the development of ICs quickly heats up the
| (a) 1 plasma ions to roughly %U” since the expansion of the
0l——1 ‘ . ‘ plasma is still negligible during this initial stage. Thereby,
the negative correlation energy ter@U” in Eq. (15b) is
overcompensated, leading to a faster expansion of the
plasma. As a consequence of the quicker expansion, the elec-
tron temperature decreases somewhat faster than without the
inclusion of ICs. With Eq(15b), the importance of this ef-
fect can be estimated by comparing the thermal electron en-
ergy kg T to the net ion contribution %U” in the numerator
of the first term on the right-hand side of E45b). Estimat-
10 ing the correlation energy b§/a, it follows that the total
t [us] pressure driving the plasma expansion is enhanced by a fac-
tor of roughly 1H°./3, which only slightly changes the ex-
FIG. 1. Electronic temperatufg(t) for an expanding plasma of pansion dynamics since the electrons are known to be
40 000 ions with an initial average density of %13 and an weakly coupled over the whole observation tifd€)].
initial electron kinetic energy of 20 K, obtained from the HMD
simulation(a) and the kinetic mode(b), with (solid) and without
(dotted the inclusion of ICs. The inset shows the ratio of the elec- The number of recombined atoms is influenced more
tron temperatures obtained from the HMD simulation and the ki-strongly by ICs(Fig. 2). During the evolution of the system,
netic model. Rydberg atoms are constantly formed by three-body recom-
bination and reionized by the free electrons in the plasma. As
only slightly changes the expansion dynamics, as seen in Fighown in Fig. 2a), for the current set of parameters about
1 by comparing the solid and dotted lines. As shown in the7000 Rydberg atoms are present in the system aftens40
inset of Fig. 1a), the electron temperature obtained from thewhile the kinetic model yields about 7900 atoms at the same
HMD simulation and the kinetic model differ by at most 8% instant of time[Fig. 2(b)]. This number is small compared to
during the first few microseconds of the plasma expansionthe size of the whole system; nevertheless it is large enough
while the agreement becomes even better at later timeghat the recombined atoms can be detected in an experiment,
and corresponding curves have indeed been obtained experi-
L L L N B e mentally [3]. Due to the strong temperature dependence of
- (@) . the total three-body recombination rate, which is propor-
- T E tional to T,%2 [26], the slight decrease of the electron tem-
N . perature due to the faster expansion, caused by the correla-
- 5 tion heating of the ions, considerably affects the
- AL . recombination behavior of the plasma. While there is an
- 5 overall shift between the atom number obtained from the
5 particle simulations and the kinetic model, both the kinetic
_ - model and the HMD simulation yield an increase of the atom
- . number of about 10% &t=40 us (Fig. 2), compared to a
- . mean-field treatment of the ion dynamics. Thus, the HMD
- . simulation corroborates our previous findings.
- ] Additional insight into the recombination process can be
LA ] gained from a closer look at the distribution of bound Ryd-
= ] berg states. Figure 3 shows the population of levels with
] principal qguantum numbaen for three different times, corre-
] sponding to different stages of the plasma expansion. Ini-
tially, Rydberg states of moderate excitation are populated,
due to a relatively high electron temperat(iFég. 3a)]. At
FIG. 2. NumberN,(t) of recombined atoms obtained from the later times, higher excited bound states are formed in the
HMD simulation(a) and the kinetic modelb) for the same param- course of the plasma expansifffigs. 3b) and 3c)], since
eters as in Fig. 1. The solid line shows the result taking into accounth® maximum principal quantum number for recombination
the ICs while the dotted line is obtained from the mean-fieldNmax=\R/(2kgTe) [26] increases as the electron temperature
treatment. drops down. Moreover, the deeply bound states formed at
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(b) n FIG. 4. Spatial densitiep; (solid) and p, (dashed of the ions

100—— ‘ ‘ S and atoms, respectively, &t 3 us (a) andt=31.3 us (b), compared
to the Gaussian profile assumed for the kinetic mgdetted. Ad-
ditionally, p; obtained from the particle simulation using the mean-
field interaction only is shown as the dot-dashed lingain Initial-

state parameters are the same as in Fig. 1.

B. Spatially resolved plasma expansion and relaxation

While the time evolution of global, i.e., space-averaged,
observables of the plasma is very well described by the ki-
netic model, one may expect discrepancies compared to the
100 150 200 250 . : o :
(c) n MD simulations when looking into the spatially resolved
plasma dynamics. We will assess these discrepancies quanti-

tatively in the following.
FIG. 3. Population of bound Rydberg states with principal quan-al ey © foflowing

tum numbem, aftert=1.5 us (a), t=6 us(b), andt=40 us(c). The
vertical bars represent the HMD calculation, the solid line the ki-
netic model. The dashed curve (ig) shows the kinetic model ne- In the derivation of the kinetic equatiori45), we have
glecting ICs. Initial-state parameters are the same as in Fig. 1. assumed that the analytical form of the ionic dengitye-
mains invariant during the evolution of the system and,
moreover, that the atoms will have the same distribution. As
earlier times are also not subject to electron-impact excitathe plasma expands, the spatial profile of the ions must de-
tion and deexcitation anymore since the thermal velocity ofviate from its original Gaussian shap#l]. This is mainly
the impacting electrons has become too small. Thus, as beue to deviations from quasineutrality, e.g., deviations from
comes apparent by comparing Figbgwith Fig. 3(c), the the linear space dependence of the outward directed accel-
deeply bound stateén=30) remain basically untouched, eration, at the plasma edge. The influence of the nonlinear
while higher and higher states “freeze out” as the plasmaorrelation pressure on the density profile is of minor impor-
expands. As may be anticipated from Fig. 2, ICs mainly af-tance, as can be seen by comparing the solid and dot-dashed
fect the later stages of the plasma evolution. Hence, the irline of Fig. 4a) in the inner plasma region. As known from
clusion of ICs alters the population of these higher-lyingearlier studies of expanding plasmas, based on a mean-field
states, as shown in Fig(@. Since these states have small treatment of the particle interactiofikl,32,33, a sharp spike
binding energy, they contribute little to the total kinetic en- develops at the plasma edge, shown by the dot-dashed line in
ergy of the plasma subsystem. This is the reason why thEig. 4(a). At later times, this spike decays again when the
effect of ICs is visible in the distribution of Rydberg states, maximum of the hydrodynamic ion velocity passes the posi-
but not in the macroscopic expansion dynamics of thdion of the density peak, so that the region of the peak is
plasma, reflected, e.g., by the asymptotic expansion velocitglepleted. Ultimately, at long times, the plasma approaches a
measured irf2]. quasineutral selfsimilar expansi¢®3]. From Fig. 4a) it be-

1. Evolution of the particle densities

033416-7



POHL, PATTARD, AND ROST PHYSICAL REVIEW A70, 033416(2004

comes apparent that with ICs the peak structure is less pro-
nounced than in mean-field approximation. This is due to
dissipation caused by ion-ion collisions which are fully taken
into account in the HMD simulation. As shown B3], by
adding an ion viscosity term to the hydrodynamic equations
of motion, dissipation tends to stabilize the ion density and
prevents the occurrence of wavebreaking which was found to
be responsible for the diverging ion density at the plasma
edge in the case of a dissipationless plasma expansion. Fur- I
thermore, the initial correlation heating of the ions largely vy E T S T L
increases the thermal ion velocities leading to a broadening 0 100200 300 400 500
of the peak structure compared to the zero-temperature case. @ T [pm]

u [m/s]

Apart from the deviations at the plasma edge, the ionic
density is rather well reproduced by the Gaussian approxi- 150+
mation for the spatial distribution. In particular, there is good
agreement between the rms radii obtained from the MD —
simulation and the kinetic model. On the other hand, the élOO‘
spatial distribution of atoms significantly deviates from that =
of the ions even at relatively early times due to the nonlinear a
density dependence of the collision rates in Exf)). How- Sor
ever, as also stated [i1], the total number of atoms is too w
small to significantly influence the macroscopic expansion of 0 .
the system. 0 1000 2000 3000 4000 5000
(b) r [um]

2. Spatial dependence of the radial velocities

Another assumption used in the derivation of the kinetic FIG. 5. Hydrodynamic velocity(r) of ions (full circles) and
model is the proportionality of the hydrodynamical expan_atoms(open circle$at. the same t.ime.s as in Fig. 4, compargd to the
sion velocity to the distance from the center of the plasmztraight-line assumption of the kinetic model. The dashed lin@)in
cloud, u=+r, for both the ions and the atoms. In order to shows the rgsult_ of Fhe part_lcle simulation using a mean-field treat-
check this assumption, we have calculated the radial velocitf€t of the ion-ion interaction.
componentv,=v-r/r of each particle, which is plotted as a
function of the radial distance from the plasma center in Figthe system has not been addressed before. In the cold fluid
5. At an early time the velocity distribution is spread out model of[10,17, T; has been set to zero in order to follow
about its mean value predicted from the kinetic approach duthe long-time plasma dynamics. However, as stated in the
to the finite ionic temperature. Note that the expansion idntroduction, one of the motivations of the current type of
slower near the plasma edge due to the deviation frongxperiments was the creation of a strongly coupled plasma.
quasineutrality as discussed above. Consequently, the innbft this context, knowledge of; is essential since it directly
part of the plasma which expands more quickly will catch upenters the Coulomb coupling parameter which determines
with the outer rim, leading to the formation of the density the state of the plasma. Moreover, the ionic temperature
spike seen in Fig. @). In the case of the HMD simulation gives important insight into the relaxation dynamics of the
the velocity spread, caused by the initial ion heating, is of theplasma. For comparing the kinetic model with the HMD cal-
same order of magnitude as the hydrodynamical expansiogulations, the very definition of; for the MD simulation
velocity itself, leading to a significant broadening of the den-requires some discussion. As discussed in section I, we as-
sity spike as discussed above. At later stages of the systeftime a Gaussian velocity distribution, i.e., a well-defined
evolution, the ions cool adiabatically due to the plasma extemperatureT;, for the plasma ions in our kinetic model.
pansion, and the width of the velocity distribution decreased his, of course, is an approximation since the plasma is not
significantly. Moreover, as discussed in connection with thecreated in an equilibrium state. The total kinetic energy of
decay of the ion density peak in Figl}, the decrease of the the ions is a sum of the hydrodynamical expansion energy
ion velocities near the plasma edge apparent at early timegnd a contribution due to the thermal motion of the ions.
has disappeared. Since the hydrodynamical velocity is directed radidlBq.

A comparison with the result of the kinetic model equa-(14)], we determine the thermal energy of the ions from the
tions (15) shows once more that the HMD simulation not average of the velocity component perpendicular to the ra-
only reproduces the linear radial dependence of the hydrodygial direction
namical velocity, but also yields a quantitative agreement m<<v x r)2> m
between both methods. keTi=— . =—@)). (25)

2 2

3. Spatial dependence of the thermal velocities Clearly, such an assignment of a temperature to the average

Due to its marginal influence on the plasma expansiorvelocity is well defined only if the ion velocities, are
dynamics, the role of the ionic temperatdrefor the state of  distributed according to a Maxwell distribution. In order to
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FIG. 6. Distribution of thermal ionic velocities &t=0.3 us
sampled from three different regions of the plasm&1.30 (a), FIG. 8. Average thermal ionic energy as a function of the dis-
1.30<r=20 (b), andr>20 (c), and from the total plasma volume tance from the plasma center at four different times0.3 us
(d). The solid lines show a fit to a Maxwell-Boltzmann distribution (solid), t=1.5 us (dasheg, t=6.0 us (dotted, andt=25.3 us (dot-

corresponding to the temperatures specified in the figure. Initialdashegl Initial-state parameters are the same as in Fig. 1.
state parameters are the same as in Fig. 1.

gion where the density is higher. However, as becomes ap-

check the validity of this requirement, we have sampled theparent by comparing Figs. 6 and 7, the thermal energy equili-
ion velocity distributionv; from three different regions in prates over the whole plasma volume rather quickly as the
the plasma <1.30, 1.3r<r<20, andr > 20, which have  system evolves. While the temperatures defined in the inner
been chosen so that each region is occupied by approxand outermost region deviate by a factor of eighttat
mately the same number of ions. The resulting dIStrIbUtIOI’]S:O 3 us, they differ by a factor of two only 1.zs later.
are plotted at two different times=0.3 us=1.30;; and t Figure 8 gives a more detailed account of this equilibra-
=1.5us=7w;} in Figs. 6 and 7, respectively. Addltlonally, tion process. Here, the local ionic temperature is plotted as a
we have fitted a Maxwell-Boltzmann distribution to the nu- function of the radial distance from the plasma center at four
merical results, formally defining a temperature in the corredifferent times, wherd;(r) has been defined from the veloc-
sponding plasma region. As can be seen in Fig. 6, even at thg average of a shell of 2000 ions with a central shell radius
very early stage of the plasma evolution the numerical data is, The temperature decrease with increasing distance from
well fitted by an equilibrium distribution in the inner plasma the center as discussed above is clearly visible. Nevertheless,
region, while there are deviations in the outer region of thethe ion temperature is seen to equilibrate rather quickly, so
plasma since the relaxation time is longer due to the lowethat the approximation of a homogeneous ion temperature,
density far away from the plasma center. However, alreadyised in the derivation of the kinetic model in Sec. Il A, be-
after a relatively short time of=1.5 us the velocity distri-  comes better and better at later times. Moreover, the numeri-
butions are well fitted by a Maxwell-Boltzmann distribution cally calculated distribution of thermal velocities sampled
in all three plasma region@ig. 7). Hence, the ion thermal over the whole plasma volume is well represented by a
energy can be represented by a local temperafjre, de-  Maxwell-Boltzmann distribution with some average tem-
creasing with growing distance from the plasma center aperature intermediate between the temperatures of the inner
can be seen from Figs. 6 and 7. This is due to the fact that thend outer region, respectivellfig. 7(d)]. This shows that the
initial heating arises from a compensation of the negativeGaussian phase-space distribution assumed for the ions in
correlation energy, which is larger in the central plasma reSec. Il A agrees very well with the results of the MD simu-

lation averaged over the spatial coordinates, even if the tem-
T 1 (é) T (‘b), perature still shows substantial inhomogeneities.

B ) I B ] C. Spatially averaged ionic observables

- . - As we have demonstrated in Sec. Il A the kinetic model
L P e, ] describes the global temporal evolution of the plasma includ-

' Ot (@) ing recombination quite accurately. From the detailed analy-
sis of the spatially resolved plasma dynamics in the previous
- Tooax T To07K subsection we may expect that the kinetic model describes
I ‘ I ‘ spatially averaged observables, such as the kinetic energy of
2. ] the expansion, the thermal energy, and the correlation energy
T I T RN T s R O S T T e of the plasma quite well. This is indeed the case over almost

v, [m/s] the entire evolution time as Fig. 9 demonstrates for the cor-
relation energy and the thermal ion energy. Only at an early
FIG. 7. Same as Fig. 6, but for 1.5 us. stage of the plasma evolution, differences between MD

v,-P(v,) [arb. units]
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20— e B which allows for an accurate description of the strongly
W7 T 717 ] | coupled ion motion on microsecond time scales, by treating
—15~ /7"~ . the electronic component as a fluid using an adiabatic ap-
proximation while the ions are fully accounted for on an MD
level.
Supporting our results frorfiL3], both methods show that

the inclusion of ICs enhances the number of recombined
Rydberg atoms by a few percent, but only slightly affects the
macroscopic expansion dynamics of the plasma itself. As we
have shown, this is due to the fact that mainly the population
of very highly excited states is increased if ICs are taken into
account, which have a small binding energy and therefore
hardly influence the electron temperature.

By comparison of the two methods, we could show that

FIG. 9. Correlation energysolid line, HMD simulation: dot- the_: simple kinet?c description adequately describes the evo-
dashed, kinetic resyltand thermal ion kinetic energydashed, lution of global, i.e., spatially averaged, plasma observables.
HMD; dotted, kinetig. Initial-state parameters are the same as in1nUS, the kinetic model, which allows for a much faster
Fig. 1. The inset shows the ion thermal energy in the early stage dfomputation, may be used to quickly and efficiently scan the

the relaxation process with its characteristic transiently oscillatoryvast space of initial-state parameters, e.g., in order to obtain
behavior. a “phase diagram” for Rydberg gas—plasma syst¢87.
Moreover, it permits extending the description of ultracold

simulation and kinetic model are visible, showing that thepr:asn;]as to ipar?metgrlrangf vc\)/ﬁhere th plasma IS SO large
correlation-time approximation E@l7) does not accurately that the number of particle®\; = 10°) prohibits a MD simu-

describe this early phase of equilibration starting from a@tion. Maybe even more importantly, the simple kinetic

completely uncorrelated state in all details. Since the initiafduations give additional insight into the dynamics beyond
state is very far from equilibrium, the initial relaxation pro- that possible on the basis of MD simulations by providing

cess is not exponential, as assumed in the correlation-time/MPIe evolution equations for the macroscopic parameters
approximation Eq(17). Rather, it is connected with transient d€scribing the plasma state. y
oscillations of the temperatur@nset of Fig. 9 which have  ©On the other hand, spatially resolved quantities such as
been found both theoretical[iL8,34,3% and experimentally ionic density, ion veloc!t|es or chal temperaturc_a show QeV|§—
[36]. However, the time scale of the initial ion heating astions from the behavior predicted by the simple kinetic
well as the maximum temperature are well reproduced by th80del. However, the developed HMD approach provides a
simple model. After the system has come sufficiently close t@°Werful method for the study of these quantities, and for the
local equilibrium, the quality of the correlation-time approxi- detailed description of the relaxation dynamics of the
mation becomes better and, once again, good agreement B&ONgly coupled ions on a microsecond time scale. More-

tween the two approaches is found, supporting our argumer@Ver: it permits the study of scenarios vyher_e the ions are so
put forward in the derivation of the kinetic approach in Sec.Songly coupled that Coulomb crystallization occyis,
1. which cannot be described by the kinetic model.

'Uii > Em (K]

t [us]

Furthermore, according to both approaches, the correla-
tion energy and the thermal kinetic energy of the ions are ACKNOWLEDGMENTS

alm_ost |d¢ntlcal roughly to th_e time where both curves reach We gratefully acknowledge helpful discussions with T. C.
their maximum values, showing that the total correlation en-

ergy is completely converted into thermal kinetic energy ofKIIIIan and F. Robicheaux. This work was supported by the

the ions, as expressed by Ef5c¢). At later times, this addi- Dg(ilgv;}gm the priority program SPP1116Grant No.
tional kinetic energy is transferred to the outward directeoR '

motion of the ions, leading to an indirect enhancement of the
plasma expansion by the development of ICs and to adiabatic APPENDIX: DERIVATION OF THE CORRELATION

cooling of the ions. Therefore, the thermal ion kinetic energy FORCE
starts to deviate from the correlation energy as the plasma |, this section. the approximation E(L2) for F; is de-
. . ’ 0]
expansion sets in. rived. We start from Eq(7):
r—r’
V. CONCLUSIONS Fi=¢? J ACOG( )l (AD)

In summary, we have presented two different theoretical
approaches for the simulation of ultracold neutral plasmaswhere the explicit expressiap, =€?/|r —r’| for the interionic
First, we have introduced a simple kinetic model along theCoulomb potential has been inserted. In general, the correla-
lines of [10], and we have shown how to include a descrip-tion functiong; is a function of both coordinatesandr’.
tion of ICs into the model in an approximate way. Moreover,However, in the case of a homogeneous dengijtydepends
we have developed a hybrid molecular dynamics approachnly on the interparticle distance=|r—r’|. Since the rel-
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evant property which distinguishes the two pointsndr’ is 9 ) a9(pi,p! %)
the corresponding densiiyrom the way the plasma is cre- T[gii(Pini 7X)|pi’=pi = s |,
ated, no other differences, e.g., that part of the plasma would pi P Pi=pi
be in a state with equilibrium correlations while a different 99 (pi.pl X)
part would be totally uncorrelated, are appayeittseems a ;
reasonable approximation to assume that the space depen- api P =p;
dence of the correlation function enters only via the densities 39(pi,p! %)
at the respective coordinatg38]. Hence, we write the cor- =2 p'—’f"’ , (A7)
relation function as ap; o=,
gi(r.r") = gilei(r),pi(r "), |r = r'[]. (A2)  which follows from the symmetry ofj; under particle ex-
With the substitutiorr’ =r +x, Eq. (A1) becomes change, i.e., under exchangegfndp/. Since the integrand

of the first integral in Eq(A6) is an odd function inx the

X first term vanishes. The second term yields after some ma-
Fi = _ezf pi(r +x)8ilpi(r), pi(r +X),X]@dx- (A3)  nipulations

Since the correlation function rapidly decreases for distances e gii(pi,X)

x larger than the correlation length, we may restrict the ezf —3Gi (P ) (x - V py)dx = EV de
integration in Eq(A3) to a sphere with a radius of approxi-

mately A.. If the plasma density does not vary strongly on (A8)

the scale of the correlation length, we may use a linear Tay-,
lor expansion of the density Analogously, the third term can be written as

pl(r +X) P|(r) X P|(r) ( ) J X g" Pi X)( ) pi)dx oV pi f "( i X)dxy
and the correlation function

(ol ) (A9)
’ g Pis Pi + X
i (pi,pi +X) = Gii (pi, i, X) + # N (x-Vpp), which together lead to
P =P

A5 €2 (i, J (pi,

(A5) Fii:__vpi[f gii (pi X)dx_,__(pif gii (pi X)dX>:|
wherep;=p;(r) and p{ =p;(r +x). 6 X ap; X

Substitution of Eq(A4) and(A5) into Eq.(A3) and keep- (A10)

ing only terms up to linear order ix-V p; yields
Finally, substitution of the definition of the correlation en-

o x x ) _ ergy u as given by Eq(13) yields the result Eq(12). An
Fi ez(f x3p'g”(p"x)dX+f X3g"(p,,x)(x V pi)x analogous calculation for the expression of the correlation
energy Eq(9) leads to the familiar LDA result38]

1( x d4g(p;,X
v f @pi—ggﬁf Jx. v pi)dx>, (A6)
| i = pi(M)pi(r)g;i(r,r’) dr'dr :Ni_lJ piu;dr.
whereg;(p,X)=d(pi,p{ X/, and we have used the rela- 2N Ir - |
tion (A11)
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