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Chapter 1

Scientific Work and its Organization
at the Institute —
an Overview

1.1 History and Development of the Institute

1992-1994 e The Max Planck Institute for the Physics of Complex Systems (mpipks) was founded by
the Senate of the Max Planck Society in November 1992. The concept for the Institute provides for
three scientific divisions and a large Visitors Program. The mission is to contribute to the research in
the field of complex systems in a globally visible way and to promote it as a subject. One of the central
goals is to pass on the innovation generated in the field as quickly and efficiently as possible to the
young generation of scientists at universities. Dresden was chosen as the location for the institute for its
favorable scientific environment and its location near the German-Polish-Czech border triangle. In July
1993, Founding Director Prof. P. Fulde launched the scientific activities of the first division Electronic
Correlations in Stuttgart. Work in Dresden started in January 1994 thanks to the TU Dresden which
generously offered a temporary accomodation for the institute. The institute was officially inaugurated
by Prof. H. Zacher, President of the Max Planck Society, on May 2nd, 1994. An administration was
installed headed by Mrs. I. Auguszt. The Visitors Program began to operate, first guests were invited,
and the first workshop took place in March 1994.

1995-1998 @ In 1995, Dr. H. Kantz joined the institute as head of an independent Junior Research Group
on Nonlinear Time Series Analysis. Moreover, the mpipks decided to broaden its research spectrum
considerably by installing temporary Junior Research Groups: The group Pattern Formation in Reaction-
Diffusion-Systems headed by Dr. M. Bar started its activities in 1995, the group Quantum Chaos and
Mesoscopic Systems headed by Dr. K. Richter in January 1996, and the group Quantum Chemistry
headed by Dr. M. Dolg soon after. At the same time, plans for the institute's building and guest
houses took shape. The architects Brenner und Partner (Stuttgart) won the competitive bidding, and
construction started in September 1995. After less than two years the institute moved into the new
main building and took into service the three guest houses. In the meantime, the Seminar and Visitors
Program gained momentum with hundreds of scientists visiting the institute.

1999-2001 e In 1999, the Finite Systems division was installed under the directon of Prof. J. M. Rost.
In the same year, Dr. A. Buchleitner arrived at the institute to launch the research group Nonlinear
Dynamics in Quantum Systems. After Dr. Dolg accepted an offer for a professorship at the University
of Bonn, Dr. U. Birkenheuer became his successor in March 2000. Soon afterwards, Dr. K. Richter
left for a chair of Theoretical Physics at the University of Regensburg. To continue the successful work
in mesoscopics, Dr. H. Schomerus was appointed as head of a new Junior Research Group Waves in
Complex Media and Mesoscopic Phenomena in November 2000.

2001-2002 e In 2001, Prof. F. Jiilicher was appointed as head of the third division Biological Physics
establishing a bridge between physics and biology. Shortly afterwards, two research groups on Physics of



Biological and Soft Matter headed by Dr. R. Everaers, and Biological Physics of Olfaction: From Genes
to Networks headed by Dr. M. Zapotocky started their activities. Moreover, the division Finite Systems
continued to broaden its research spectrum by appointing Dr. A. Becker as head of the new research
group Nonlinear Processes in Strong Fields.

2003-2004 o In 2003, Dr. S. Kiimmel set up the Emmy Noether Group Electronic Structure of Finite
Systems at the Institute. In the following year, the mpipks and the Max Planck Institute for Molecular
Cell Biology and Genetics (MPI-CBG) launched the joint research program Physics of Biological Systems
and established its first two Junior Research Groups: Dr. K. Kruse, head of the group Physics of Cell
Division, working theoretically at the mpipks; Dr. I. M. Tolic-Ngrrelykke, head of the group Mechanics
of Cell Division, experimentally at the MPI-CBG. In the same year, Dr. M. Béar took up a position as a
department head at the Physikalisch-Technische Bundesanstalt in Berlin.

2005-2006 e In 2005, Dr. S. Kiimmel accepted a professorship at University of Bayreuth, and Dr. H.
Schomerus moved to a faculty position at Lancaster University. Dr. M. Hentschel started the activities
of the Emmy Noether group Many Body Effects in Mesoscopic Systems. Dr. S. Grill completed the
joint research program of the mpipks and the MPI-CBG by launching the Junior Research Group Motor
Systems. The International Max Planck Research School Dynamical Processes in Atoms, Molecules and
Solids started operation and the new wing of the institute was completed providing additional office space
and a new seminar room. In 2006, Dr. K. Kruse and Dr. R. Everaers accepted professorships at the
University of Saarbriicken and the Ecole Normale Supérieure in Lyon.

2007-2008 e During this period Prof. P. Fulde retired from his position as a director of the mpipks
and head of the division Electronic Correlations. Prof. R. Moessner was appointed as new director, and
started to set up his division Condensed Matter in early 2008. Dr. A. Becker accepted a fellowship
at the Joint Institute for Laboratory Astrophysics together with a faculty position at the University of
Colorado, Dr. A. Buchleitner took up the chair for quantum optics and statistics at the University of
Freiburg, and Dr. M. Zapotocky moved to a permanent position at the Institute of Physiology of the
Czech Academy of Sciences. In turn, several new groups were installed. In 2007, Dr. T. Gross joined the
mpipks to head the Junior Research Group Dynamics of Biological Networks, and Dr. B. Lindner set up
the activities of the research group Stochastic Processes in Biophysics. In the same year, Dr. S. Skupin
started his Junior Research Group Computational Nonlinear and Relativistic Optics, with close links to
the Forschungszentrum Rossendorf. In 2008, the research groups Complex Dynamics in Cold Gases and
New States of Quantum Matter were founded under the direction of Dr. T. Pohl, and Dr. A. Liuchli
respectively.

2009-2010 e In 2009, Dr. S. Kirchner joined the mpipks as head of the Junior Research Group Collective
Phenomena in Solid State and Materials Physics, operating jointly with the neighboring Max Planck
Institute for Chemical Physics of Solids (MPI-CPfS). Moreover, Dr. K. Hornberger arrived at the mpipks
to head the research group Molecular Quantum Optics. In the following year, Prof. R. Ketzmerick (TU
Dresden) was appointed by the Max Planck Society as a Max Planck Fellow and started the activities of
the Max Planck Fellow group Chaos and Quantum Chaos at the mpipks. In winter 2010, Dr. E. Altmann
arrived to set up the Otto Hahn Group Dynamical Systems and Social Dynamics. The International Max
Planck Research School Dynamical Processes in Atoms, Molecules and Solids was renewed for a second
six-year period.

2011-2012 e In 2011 and 2012, several Junior Research Group leaders left the mpipks for permanent
position: Dr. K. Hornberger, Dr. A. Lauchli, Dr. B. Lindner, and Dr. M. Hentschel moved to professorships
at the University of Innsbruck, the University Duisburg-Essen, the Humboldt University Berlin, and the
Technical University lllmenau. Dr. T. Gross accepted a reader position at the University in Bristol.
The new Junior Research Group Computational Quantum Many-Body Physics was concluded in August
2012, when the group leader Dr. E. Gull accepted a faculty position at the University of Michigan.
Several new groups were etablished: Dr. F. Pollmann set up the activities of the Junior Research Group
Topology and Correlations in Condensed Matter. The group Physics of the Cytoskeleton headed by
Dr. G. Salbreux, the group Computational Biology and Evolutionary headed by Dr. M. Hiller, and the
group Collective Dynamics of Cells headed by Dr. V. Zarbudaev were installed to complement the activities
of the Biological Physics division. Within the division Finite Systems, Dr. A. Eisfeld was appointed head
of the group Quantum Aggregates, and Dr. N. Rohringer head of the group X-Ray Quantum Optics,
which operates at the Center of Free-Electron Laser Science, Hamburg. To accomodate the increasing
number of visiting scientists, a fourth guest house was built and inaugurated in November 2012. The
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joint research program of the mpipks and the MPI-CBG was intensified and institutionalized in the form
of the newly founded Center for Systems Biology Dresden (CSBD).

2013-06.2015 e During the past thirty months, the research at the mpipks has once more acquired new
foci due to the conclusion of existing and the installation of new temporary working groups. Dr. G. Sal-
breux took up a group leader position at the Crick Institute in London; Dr. S. Skupin moved to a
CNRS research position at the Centre Lasers Intenses et Applications in Bordeaux. Dr. S. Kirchner
and Dr. S. Grill accepted professorships at the Zhejiang University and the Technical University Dres-
den. As planned, the Junior Research Group of Dr. N. Rohringer changed its affiliation when the theory
division of the MPI for the Structure and Dynamics of Matter in Hamburg was established in spring
2015. Meanwhile, all three divisions recruited new Junior Research Groups: Dr. J. Bardarson comple-
ments the Condensed Matter division as head of the group Quantum Matter - Transport and Dynamics,
Dr. A. Landsman and her group Ultrashort laser-matter interaction add to the Finite Systems division,
and Dr. J. Brugués and his group Self-organization of biological structures to the Biological Physics
division and the CSBD. In 2015, the Max Planck Fellowship of Prof. R. Ketzmerick (TU Dresden) and
his Max Planck Fellow Group Chaos and Quantum Chaos were extended to a second five-year period by
the Max Planck Society.

1.2 Research Areas and Structure of the Institute

The institute investigates collective phenomena in classical and quantum physics. Its three divisions focus
their research acitivities on the following main areas:

e With the help of semiclassical methods, the division Finite Systems headed by Prof. J. M. Rost
focuses on the nonlinear dynamics of atoms, molecules and clusters.

e The division Biological Physics headed by Prof. F. Jiilicher studies biological systems with tools of
statistical physics and nonlinear dynamics.

e The division Condensed Matter headed by Prof. R. Moessner studies the classical and quantum
statistical mechanics of condensed matter.

In addition, director emeritus Prof. P. Fulde works on electronic structure calculations in the framework
of wavefunction based methods as opposed to density functional schemes and on the role of spin-orbit
interactions in the theory of superconductivity.

The divisions are supplemented by research and Junior Research Groups, which thematically expand,
fortify and bridge the research acitivities:

e The research group Nonlinear Time Series Analysis headed by Prof. H. Kantz is the only permanent
research group and analyzes temporal and spatial fluctuations in different kinds of deterministic and
stochastic systems, with particular emphasis on climate dynamics.

e The Otto Hahn Group Dynamical Systems and Social Dynamics is headed by Dr. E. G. Altmann
and applies complexity theory to data of human activities.

e The Junior Research Group Computational Biology and Evolutionary Genomics headed by Dr. M.
Hiller uses computational approaches to link phenotypic differences between species to differences
in their genomes, which is key to understand how nature’s phenotypic diversity evolved.

e The Junior Research Group Self-Organization of Biological Structures headed by Dr. J. Brugués
is focused on understanding how the large-scale patterns and behaviors of biological structures
emerge from the collective behaviors of molecules.

e The research group Collective Dynamics of Cells headed by Dr. V. Zaburdaev develops and applies
methods of statistical physics helping to understand complex biological phenomena.

e The Junior Research Group Physics of the Cytoskeleton is headed by Dr. G. Salbreux and focuses
on understanding physical processes driving cellular and tissue morphogenesis, in close collaboration
with experimental biology groups.

e The research group Topology and Correlations in Condensed Matter is headed by Dr. F. Pollmann
and focuses on the study of topological phases of matter, the dynamics in disordered systems, and
the applications of quantum information concepts to quantum many-body systems.
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e The research group Quantum Matter — Transport and Dynamics is headed by Dr. J. H. Bardar-
son and studies quantum matter, condensed matter which properties are dominated by quantum
effect, with focus ranging from fundamental theory to direct comparison and collaboration with
experimental groups, in particular in Dresden.

e The research group X-Ray Quantum Optics is headed by Dr. N. Rohringer and studies nonlinear
and quantum optical processes with femtosecond high-brilliance x-ray sources both in theory and
experiment.

e The research group Quantum Aggregates headed by Dr. A. Eisfeld investigates the emergence
of collective effects in assemblies of atoms or molecules, with a particular focus on the coupling
between electronic and nuclear degrees of freedom.

e The research group Complex Dynamics in Cold Gases led by Dr. T. Pohl explores the interaction of
light with cold gases, with special emphasis on emerging quantum many-body and nonlinear optics
phenomena.

e The Max Planck Fellow Group Quantum Chaos and Quantum Dynamics is headed by Prof. R. Ketz-
merick and focuses on quantum signatures of regular and chaotic dynamics to ultracold atomic
quantum gases.

1.3 Workshop and Visitors Program

Its large program for visiting scientists makes the mpipks an almost unique institute within the Max
Planck Society comparable perhaps only to the MPI for Mathematics in Bonn. The visitors program
administers individual scholarships for guest scientists at the institute (p. [I24]), but also international
workshops and seminars (p. [[35)). For these we offer both logistical and technical support as well as
access to facilities (seminar rooms, offices, guesthouses).

The scholarships are open to scientists at all levels of their career, from students all the way to sabbatical
support for professors. The duration of the scholarships varies between a few weeks to a maximum of two
years. Scholarships, as well as funding for workshops, are awarded by two separate selection committees
that include external experts as members.

Every year, around 1,500 scientists visit the institute, some as part of special programs within the visitors
program: The mpipks hosts up to two Advanced Study Groups per year to foster the exchange between
outstanding scientists and young researchers in residence (p.[43]). Each group consists of several long-
staying senior scientists and focuses on a current and important topic in the field of Complex Systems.
The activities are reinforced by short-term visitors who join the group for seminars, lectures, discussions,
and other meetings.

Since 2000, the mpipks annually awards the Martin Gutzwiller Fellowship to an internationally recognized
and experienced scientist (p. [I25]), who spends up to one academic year at the institute.

Moreover, the mpipks annually offers one Distinguished PKS Postdoctoral Fellowship to an excellent

young postdoc (p. I27)).

1.4 Teaching and Training

In addition to our core activities, we engage in teaching and training.

Training e The mpipks runs the IMPRS Dynamical Processes in Atoms, Molecules and Solids, which
offers a well-structured PhD training (p. I21]). It also participates in the IMPRS Molecular Cell Biology
and Bioengineering, which provides a similarily broad spectrum of lectures and courses. In addition, it is
part of various third party funded structured graduate programs (p. [169]).

Our PhD students and postdocs are admitted to the lecture courses of the TU Dresden as well as the
events of the Workshop and Seminar Program (p. [I39)). In addition, the institute organizes soft skill
training events such as German courses or a presentation series on professional skills and career coaching
(p.IZ2). These are open to all junior scientists.

Teaching e Experienced postdocs and group leaders conduct lecture series at the TU Dresden and at
other universities (p. IZ1)). The benefit is mutual: The lectures offered often cover latest developments,
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thus complementing the standard curriculum; at the same time, our young researchers gain valuable
teaching experience.

Research Organization e The large Workshop and Seminar Program at the mpipks also offers young
scientists the opportunity to gain experience in the organization of meetings. Thus, they can influence
a broader research agenda and grow in visibility. Between January 2013 and June 2015, junior scientists
of the institute were involved in the coordination of eight out of 45 workshops (p. 139]).

1.5 Diversity

The structure of the institute offers ideal conditions for the promotion of diversity. Via the unique
flexibility of the visitors program, we are able to support stays of different lengths (from a few days to
several years), and with different purposes (from workshop participation to collaborations, PhD training
or sabbatical stays), logistically and/or financially as needed. Like this, we can tailor our support to
individual needs, profiles, and backgrounds. On average the institute hosts scientists from about 40
nations at any given time.

The mpipks aims to promote the advancement of women in science. It participates in the annual Girl's
Day, invites female students from high schools to lectures and discussions about a career in science, and
encourages female scienstist to apply for positions. We have thus increased the percentage of female
researchers to 11% of all postdocs and 14% of all predocs holding a contract of more than three months.

To accomodate the requirements of researchers with young children the institute provides a parent &
child apartment in one of the guest houses. This facility gives scientists who travel with children the
opportunity to participate in workshops and seminars while their children are cared for on the premises.
Quialified staff is organised by the institute upon request. When not booked for workshop participants,
the parent & child apartment can be used by members of the mpipks who need to bring their young
children during working hours.

1.6 Public Relations and Outreach

The institute endeavours to bring science, and our contribution to it, closer to the general public.

Each year, we reach about 4000 people with public evening lectures offered in connection with scientific
workshops, the institute's acitivities at the Long Night of the Sciences (p. [IZ5]), and the lecture series
Science in the City Hall (p. I75).

In early 2015, the institute hosted an art exhibition exploring the contrasting role of the riddle as a
problem in mathematics versus its various cultural forms, which many external visitors used to engage in
discussion with mpipks scientists.

A particular focus of the outreach efforts is to acquaint children and teenagers with the sciences and
encourage them to approach scientific topics with confidence (p.[I78]): Our contributions to the program
Junior Doctor aim to arouse the curiosity of young children in a playful way. The school contact program
addresses high school students, who we hope to inspire through direct contact with young researchers.

1.7 Research Networking

Local e The mpipks finds itself in the midst of a rich research environment formed by the TU Dresden
and the surrounding research institutes. The vivid scientific dialogue with the TU Dresden is mirrored
in the Max Planck Fellow Group Chaos and Quantum Chaos headed by Prof. R. Ketzmerick, as well
as in the mpipks participation in the cluster of excellence Center for Advancing Electronics Dresden,
the collaborative research center Correlated Magnetism: From Frustration To Topology, the graduate
school Cell, Developmental and Systems Biology, and the research training group /tinerant Magnetism
and Superconductivity in Intermetallic Compounds. The mpipks has particularly close contacts to the
Institute of Theoretical Physics and the Institute of Biophysics and is involved in a number of joint
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projects (p.[I69)). The division Biological Physics is in close collaboration with the Max Planck Institute
of Molecular Cell Biology and Genetics. The cooperation between both institutes has institutionalized in
2012 by the foundation of the Intersectional Center for Systems Biology Dresden (p. Q). The division
Condensed Matter cooperates with the Leibniz Institute for Solid State and Materials Research Dresden
and runs a joint Junior Research Group with the neighbouring Max Planck Institute for the Chemical
Physics of Solids (p. [[Il). Further collaborations connect the mpipks with the Biotechnological Center
and the newly founded Center for Regenerative Therapies.

National and International e The numerous different national and international collaborations and con-
tacts are listed in the research group reports (Chapters[I.8—[1.11] and[3.4]). The joint workshop program,
which is run in cooperation with the New Zealand Institute for Advanced Studies, is described in Chapter

B34

1.7.1 Center for Systems Biology Dresden

center for
° A systems biology
Qe dresden

The Center for Systems Biology Dresden is a joint initiative of the mpipks and the MPI-CBG. The Center
was established by the Max Planck Society as an inter-sectional collaboration. Building on the strong
and long-standing partnership between the mpipks and the MPI-CBG, the center continues and extends
the previously existing research program on the physics of biological systems of the two institutes. The
establishment of the Center for Systems Biology brought the opportunity to add approaches from com-
puter science to the previously existing research activities linking physics and biology.

The Center for Systems Biology was founded in 2013 with the signing of an operational agreement be-
tween the mpipks and the MPI-CBG. Both institutes administer the Center together. The Max Planck
Society provides funds for three research groups and for a new division. The new division of Eugene
Myers at MPI-CBG focusses on novel approaches to image analysis combined with the development
of microscopy techniques that are optimized for automated image analysis. Furthermore, new group
leaders were hired. Three research groups of the Center are headed by Ivo Sbalzarini, Michael Hiller
and by Jan Brugués. Michael Hiller and Jan Brugués have their administrative homes at mpipks and are
also affiliated with MPI-CBG. Ivo Sbvalzarini has his administrative home at MPI-CBG and collaborates
closely with mpipks. In 2014 he also became W3 professor in computer science at the TU Dresden.
The Center for Systems Biology thereby also fosters strong collaborations with the TU Dresden. Further
members of the Center are groups at mpipks and MPI-CBG that share a common interest in theoretical,
computational and quantitative approaches to biology. These are in particular the groups of Anthony
Hyman (MPI-CBG), Jan Huisken (MPI-CBG), Frank Jiilicher (mpipks), Moritz Kreysing (MPI-CBG),
Guillaume Salbreux (mpipks), Pawel Tomancak (MPI-CBG), Vasily Zaburdaev (mpipks), Marino Zerial
(MPI-CBG) as well as the group of Stephan Grill (TU Dresden, Biotec).

The Center investigates integrated biological systems with a focus on spatio-temporal processes in cells
and tissues. This research involves quantitative experiments on normal and perturbed systems to study
complex patterning processes in biology. Theoretical approaches play a key role to identify principles and
to propose mechanisms that underlie the self-organization of such dynamic patterns. State of the art
microscopy techniques provide data in three space dimensions and in time. Their analysis requires the
development of novel algorithms for image analysis and computer vision. This combination of computer
science, theoretical physics and experimental biology, with the goal to understand how cells form tissues,
is the main mission of the Center.

A steering committee is responsible for the scientific management of the Center. The Center also funds
the ELBE postdoc program which attracts postdoctoral researchers that work across disciplines from
physics and computer science to biology and between experiment and theory. This program is modelled
on the visitors program of mpipks and administered by mpipks. The ELBE postdoc program has the
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important role to also foster collaborations between experimentalists and theorists. Therefore, ELBE
postdocs are affiliated with two research groups, typically one experimental and one theoretical. Further-
more, the Center also organizes the ELBE PhD track that funds cross-disciplinary PhD students.

In order to host the new division and the three research groups of the Center, a new building is currently
being constructed. It will also provide space for the TU Dresden by hosting the group of Ivo Sbalzarini.
This building is funded by the state of Saxony. It is designed by the Finnish architects Heikkinen and
Komonen. With the construction of the new building, the Center for Systems Biology Dresden will soon
be fully operational. It provides a unique research environment, bringing together experimental biology,
theoretical physics, bioinformatics and image informatics to shed light on the physical principles that
underlie living systems.

CSBD building construction, August 14, 2015. Picture by K. Boes, Visualization of the planned building by Heikkinen-Komonen archi-
MPI-CBG. tects.

1.7.2 Joint research group with MPI-CPfS

Since its very inception, mpipks has had a strong research activity in condensed matter theory, in particular
the physics of strongly correlated electronic systems. Similarly, the neighbouring Max Planck Institute
for the Chemical Physics of Solids (MPI-CPfS) has a strong emphasis on correlated quantum matter.
This has led to a broad range of collaborations between the two institutes.

Shortly after the appointment of Roderich Moessner as a new director at mpipks, a joint research group
between the institutes was established, in order to provide an organisational framework combining the
respective expertise of the institutes, in particular enabling a young scientist to benefit from both access
to experimental work at MPI-CPfS and the theory environment at mpipks. It organises and bundles a
range of activities, and joint seminars between the two institutes feature theorists working in the broad
area of strongly correlated electron physics, superconductivity and magnetism.

The joint group was initially funded for five years by the Innovationsfond of the President of the Max
Planck Society. After an evaluation of the group, which was first headed by Stefan Kirchner on the topic
"Collective Phenomena in Solid State and Materials Physics", and with the new appointment of Andrew
Mackenzie as director at MPI-CPfS, it was decided to turn this into a long-term arrangement.

With Stefan Kirchner having moved on to a Professorship, the resulting vacancy has attracted Takashi
Oka to move from University of Tokyo to Dresden to head the joint group "Nonequilibrium quantum
matter" in the second half of 2015.

Joint research group with MPI-CPfS



1.8 Divisions and Research Groups

Division: Condensed Matter
(Head: Prof. Roderich Moessner)

Condensed matter physics deals with physical processes and phenomena on many scales and levels — from
their microscopic basis all the way to applications in daily life. One of its central attractions lies in the
possibility of pursuing a research programme covering, and linking, many of these.

In this spirit, the condensed matter division studies the collective behaviour of inanimate matter. One
aim is to connect the macroscopic behaviour of matter with the microscopic properties of its constituent
particles. Another one is not only to discover and understand novel behaviour, but also to identify the
principles according to which we can understand how the physical world is organised. For this, we strive
to identify models exhibiting interesting phenomena, as well as materials where these may be observed.

On the methodological side, a broad scope of research goals in turn requires a versatile and flexible set of
approaches. The work of the division is thus dedicated to a considerable degree to method development.
Regarding numerical approaches, this covers e.g. Monte Carlo, exact diagonalisation or DMRG algorithms
and their descendants. Analytically, the mature toolbox of many-body theory is used and extended, for
example in extending the X-ray edge problem to the case of Majorana Fermions in Kitaev spin liquids.
On top of all of this, much attention is devoted to developing ‘heuristic’ approaches to discover and
describe new phenomena in new settings.

Three research themes stand out for the period covered by this report. One is the longstanding interest
in what has become known as topological condensed matter physics: the discovery, and description of
states of matter beyond the Landau-Ginzburg paradigm. A second one is the study of disorder combined
with interactions and/or topology, in particular the search for new degrees of freedom as well as their
collective behaviour. Finally, a more recent addition to research activities is the collective dynamics of
many-body systems in a wide variety of settings, such as the coherent quantum dynamics of driven sys-
tems or the behaviour of topological systems after a quench.

Research Topics

Glassiness and topology. Already in the very first experiments on highly frustrated magnets, the con-
current appearance of a cooperative paramagnetic regime and an instability to a spin glass phase were
noted. We now understand the former as a classical topological (Coulomb) spin liquid, but the latter
has remained mysterious, with the tantalising possibility of disorder-free glassiness inherent in the spin
liquid state. For the case of the Coulomb phase of spin ice, we have demonstrated that dilution with
non-magnetic ions induces a bona-fide spin glass transition; that the effective degrees of freedom which
freeze are highly unusual ‘ghost dipoles’, related to regular spins in a way analogous to the relation
between holes and electrons in a filled band; and that the freezing transition scales with the density of
these ghost dipoles, a result of interest for dipolar spin glasses more generally.

Coherent quantum dynamics. The advent of experiments capable of reaching long coherence times,
especially in cold atomic systems, have opened a window on the collective coherent dynamics of quantum
many-body systems. We have studied the behaviour of such systems subject to periodic driving, as a
simple instance of non-equilibrium behaviour realisable experimentally. We have found a first classification
of the resulting behaviour, comprising a small number of distinct cases, including a periodic version of
the generalised Gibbs as well as, in many-body localised systems, a transition as a function of driving
frequency out of the localised regime to “generic” behaviour, which is maximally featureless.

Thermalisation in quantum systems. We have established statistical properties of matrix elements of
operators in families of Hamiltonians incorporating both integrable and non-integrable members, allowing
insights into the underpinnings of eigenstate thermalisation.

Electro- and mangetolyte physics. The magnetic monopole picture for spin ice permits formulating
the behaviour of this topological magnet in terms of concepts familiar from electrolyte physics. We
have analysed the venerable Wien effect of electrolytes both starting from Onsager’s original solution
and in lattice-based simulations, in order to obtain the non-linear AC susceptibility of spin ice over an
unprecedented window of frequencies and amplitudes. This has also produced new insights into the AC
version of the classic Wien effect.
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Dynamical signatures of quantum spin liquids. We have obtained the first exact solution of the full
dynamical structure factor of non-trivial quantum spin liquid in d > 1. This contains direct signatures of
its emergent degrees of freedom, Majorana Fermions and emergent gauge fluxes, which we have analysed
for ESR, neutron scattering and Raman experiments.

Pauli percolation. We have identified a model with a discontinuous percolation transition involving only a
minimal amount of non-locality. Unlike the much-studied problematic case of explosive percolation, this
transition is reversible.

Magnetic, superconducting and topological materials. \WWe have continued our extensive research activi-
ties in these fields. Salient results include the first fully analytical computation of the proton correlations
in water ice; the identification of the phase diagram of dipoles on the kagome lattice; an analysis of the
role of multiferroicity in the crystallisation of magnetic monopoles; signatures of quantum fluctuations in
spin ice; the properties of mobile holes in the Kitaev model; and the connection of large Chern number
bands on the pyrochlore lattice with the physics of Weyl semimetals.

Perspectives

The condensed matter division at the mpipks was constituted in late 2007 with the arrival of Roderich
Moessner as director. Two group leaders - Andreas Lauchli and Emmanuel Gull, both computational
physicists - have already come and gone to take up professorships in Austria and the USA. Frank Pollmann
arrived in 2011 to head a group working on Topology and Correlations in Condensed Matter. His interests
lie in the study of strongly correlated phases in low dimension, in particular in the development of new
algorithms for their investigation. Jens Bardarson joined in 2013 to head the group Quantum Matter
- Transport and Dynamics, who investigates disordered and low-dimensional systems, in particular with
view to manifestations of phenomena such as Weyl semimetals and many-body localised states.

Among the research directions we plan to pursue in the future, we would like to highlight the following.

The coherent quantum dynamics of many-body systems will be investigated, both with view to under-
standing its basic properties but also in order to identify the settings in which interesting phenomena can
best be observed experimentally.

One strand of work will be to continue to identify possible extensions, and limits of, the concepts of
thermodynamics to non-equilibrium systems. In particular, we are interested in possible definitions of
phases, and the existence of sharp transitions between them, in situations where not even the equilibrium
concepts as fundamental as that of internal energy remain well-defined.

Building on our recent theoretical progress, we plan to work together with experimental groups in the
search for topological magnetic materials, with an emphasis on identifying new fractionalised excitations
on top of the deceptively featureless background provided by a topological spin liquid ground state.

More broadly, in continuation of our more 'conceptual’ activities, we aim to further the integration of
previously distinct fields of correlated electron physics, such as the physics of frustrated lattices and the
study of novel electronic states such as Weyl semimetals.

Finally, our activites in quantum information theory will centre on the attempt to understand better
many-body wavefunctions and the structures they form in Hilbert space, for example by analysing the
possibility of defining concepts such as the clustering of wavefunctions, or the planting of solutions to
computational problems.

Cooperations

e Joint group with Max Planck Institute for the Chemical Physics of Solids: At the beginning of 2009,
a joint research group in the field of quantum condensed matter was set up between the mpipks
and the MPI-CPfS. This group on Collective Phenomena in Solid State and Materials Physics
had a research activity centred on the field of quantum phase transitions, which substantively
complements the research undertaken in the condensed matter division. Its head Stefan Kirchner
has taken up a full professorship in Hangzhou (China). This collaboration is being continued with
the newly appointed director Andrew Mackenzie at the MPI-CPfS.
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e Manifold cooperations with theory groups internationally, e.g.:

— Austria: Universitat Graz (Hans Gerd Evertz); Universitat Innsbruck (Andreas Lauchli)

— Canada: Simon Fraser University (Igor Herbut); University of Toronto (Yong-baek Kim; Sung-
Sik Lee)

— France: Université de Bordeaux (Jeréme Cayssol); CEA Grenoble (Mike Zhitomirsky); Ecole
Normale Supérieure Lyon (Peter Holdsworth); Université Paris VI-Jussieu (Benoit Dougot)

— Great Britain: University of Cambridge (Claudio Castelnovo; Dima Kovrizhin); University
College London (Steve Bramwell); Oxford University (John Chalker); St. Andrew’s (Chris
Hooley)

— Hungary: Budapest University of Technology and Economics (Balazs Dora)

— India: IACS Kolkata (Arnab Das, Arnab Sen); Tata Institute for Fundamental Research (Kedar
Damle)

— ltaly: ICTP Trieste (Antonello Scardiccio)

— Japan: Okinawa Institute for Science and Technology (Nic Shannon)

— United States: Google (Sergei Isakov); Los Alamos National Laboratory (Gia-wei Chern);
University of Minnesota (Natalia Perkins); Princeton University (Shivaji Sondhi); University
of Washington (Chris Laumann)

e (Cooperations with experimental groups, e.g.:

— Argentina: UNLP-Conicet La Plata — Santiago Grigera (non-equilibrium behaviour in spin ice)
— Germany:

* High magnetic field laboratory, Helmholtz Zentrum Dresden-Rossendorf — Sergei Zherlit-
syn, Jochen Wosnitza (ultrasound studies on frustrated magnets)

* |IFW Dresden — Bernd Biichner, Sabine Wuhrmehl (correlated materials)

*x TU Dresden — Hans-Henning Klauss (novel superconductors)

— United States: Oak Ridge National Laboratory — Steve Nagler, Alan Tennant (spin liquids)

Research Group: Topology and Correlations in Condensed Matter
(Head: Dr. Frank Pollmann)

The research group Topology and Correlations in Condensed Matter was established at the mpipks
in January 2011. It currently consists of five postdocs (Yin-Chen He, Adolfo Grushin, Rajeev Singh,
Jean-Marie Stephan, Yohei Fuji) and six PhD students (Johannes Motruk, Krishanu Roy Chowdhury,
Siddhardh Chandra Morampudi, Giuseppe DeTomasi, Johannes Hauschild, and Ruben Verresen). We
have also hosted two summer students (Sanjay Moudgalya and Yi-Hao Jhu).

Our group is interested in a variety of problems in Condensed Matter Theory. The focus lies mainly on the
study of phenomena which arise due to quantum mechanical effects in systems of correlated electrons.
Areas of research include the study of topological phases of matter, dynamical properties of quantum
many-body systems and many-body localization, charge and spin degrees of freedom on geometrically
frustrated lattices, as well as the applications of quantum-information concepts to strongly correlated
systems. Over the past two years, our group focused particularly on the following topics:

Realization of topological orders in physical lattice models. Condensed matter is found in a variety
of phases, the vast majority of which are characterized in terms of symmetry breaking. A notable
exception to this rule was provided by the discovery of the quantum Hall effects which exhibit new
kinds of topological orders not associated with any symmetry breaking. In this context, we studied
the emergence of topologically ordered phases in strongly correlated electron and spin-systems: (i) We
introduced an exactly solvable quantum dimer model that realizes a double semion phase and numerically
proved its stability (ii) Using the infinite density matrix renormalization group method on an infinite
cylinder geometry, we characterized the 1/3 fractional Chern insulator state in the Haldane honeycomb
lattice model at one-third filling. (iii) We studied a bosonic model with correlated hopping on a honeycomb
lattice, and showed that its ground state is a bosonic integer quantum Hall phase, a prominent example
of a symmetry protected topological phase.

Infinite density matrix renormalization group for fractional quantum Hall systems. Quantum Hall systems
have a plethora of experimentally observed phases which have yet to be definitively identified, such as
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the plateaus at v = 5/2 and v = 12/5. Numerical simulations, in particular exact diagonalization (ED),
have long played an important role as a bridge between our theoretical and experimental understanding.
We introduced the infinite density matrix renormalization group method as a new tool to study fractional
quantum Hall systems on infinitely long cylinders. This method allows us to consider systems that are
considerably larger than those accessible to ED — which turns out to be very important in understanding
the subtle physics of some of the plateaus. With this new method, we have addressed two long standing
questions: (i) We found clear numerical evidence that at filling v = 12/5 a Read-Rezayi phase is stabilized
by Coulomb interactions at finite layer thickness. (ii) At filling factor v = 5/2, we found that Landau
level mixing at the Coulomb point energetically prefers the anti-Pfaffian state.

Frustrated systems. Strongly correlated systems on frustrated lattices can exhibit very interesting physics
at low temperatures. In such systems, the competition between different interactions often results in
multiple low-energy states which are degenerate or nearly degenerate with each other. Consequently,
quantum fluctuations become very important at low temperatures and can lead to emergent phases of
matter with exotic properties: (i) We studied an extended Hubbard model on the kagome lattice at
filling factor n = 1/6 and found that spin fluctuations can induce a transition into a charge ordered
state. (ii) We studied the stability of the U(1) spin liquid in quantum spin ice under realistic long
range interactions. (iii) We considered hard-core bosons on the kagome lattice in the presence of short
range repulsive interactions and focused particularly on the filling factor n = 1/3 for which we observe a
transition from a nematic to a spin-liquid phase.

Many-body localization. Many-body localization (MBL) occurs in isolated quantum systems when An-
derson localization persists in the presence of finite interactions. The study of MBL is very challenging
because we need to understand the physics of eigenstates of quantum many-body systems at finite energy
densities. Thus new theoretical and numerical tools need to be developed: (i) We explored entanglement
properties that are promising for the study of the MBL transition in excited states. In particular, by
measuring the variance of the bipartite entanglement entropy, we observed a conjectured MBL mobility
edge. (ii) We introduced a unitary matrix-product operator based variational method that approximately
finds all the eigenstates of fully many-body localized one-dimensional Hamiltonians.

Dynamical properties and quantum systems out of equilibrium. While it is difficult to study genuine non-
equilibrium dynamics in solid state systems due to the presence of many relaxation channels (phonons,
impurities, interactions etc.), cold atoms in optical lattices provide an ideal setup for non-equilibrium in-
vestigations due to the high degree of control over various dissipation mechanisms. We studied a number
of different model systems which are motivated by different optical lattice experiments: (i) We studied
slow (linear) quenches in homogeneous and inhomogeneous Luttinger Liquids and showed the absence
of an orthogonality catastrophe for local interaction quenches. (i) We studied real-time dynamics in
the one-dimensional Hubbard model. (iii) Using recently developed numerical techniques for the time
evolution of two-dimensional quantum systems, we studied the expansion of bosonic clouds. (iv) We
performed a detailed analysis of the breakdown of thermalization in disordered spin chains.

Cooperations

e University of California, Berkeley: Collaboration with Joel Moore and several members of his group
on simulating the dynamics of long ranged Hamiltonians using matrix-product states and topological
phases of matter

e University of California, Riverside: Collaboration with Kirill Shtengel on frustrated spin- and fermionic
systems

e The Institute for Solid State Physics, Kashiwa: Collaboration with Masaki Oshikawa on topological
phases of matter

e National Taiwan University, Taipei. Collaboration with Kao Ying-Jer and several members of his
group on the development of tensor-product state based numerical methods

e Research Institute for Solid State Physics and Optics, Budapest: Collaboration with Karlo Penc
on the study of frustrated magnets

e Budapest University of Technology and Economics: Collaboration with Balazs Dora on quenches
in one-dimensional systems

e Okinawa Institute of Science and Technology: Collaboration with Nic Shannon on the study of

frustrated magnets

University of Bordeaux: Collaboration with Jerome Cayssol on Majorana bound states
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e Princeton University: Collaboration with Shivaji Sondhi on efficient simulations of many-body
localized systems

Research Group: Quantum Matter - Transport and Dynamics
(Head: Dr. Jens H. Bardarson)

The research group “Quantum Matter — Transport and Dynamics" was established in September 2013.
It currently consists of two postdocs (Jacopo Viti and Soumya Bera) and four PhD students (Emmanouil
Xypakis, Jan Behrends, Talia Lezama and Younes Javanmard). The group has also hosted three master
level interns (Sarthak Chandra, Darek Kajtoch and Shang Liu).

We understand “quantum matter” to stand for condensed matter which properties are strongly influenced
by quantum mechanical effects. The major quantum phenomena are interference, entanglement and
topology. Interference is induced by scattering of impurities or by chaos, entanglement by correlations
between identical particles, and topology is induced by strong spin-orbit coupling. It is this connection
between the quantum mechanical spin and topology that justifies including topology in the list of major
quantum phenomena. The study of quantum matter is therefore broadly the study of the interplay
between disorder, interactions and spins. The combination of topology and disorder leads to topological
states of matter. When gapped this gives rise to topological insulators and superconductors, while the
gapless case includes Weyl and Dirac semimetals. Many-body localization is the study of the combined
effects of interactions and disorder, and topological order is obtained when topology and entanglement
mix. The research of our group aims at developing an intuition and understanding of all these and related
states of matter. Below we give more details of some our main research directions.

Physics is at the core an experimental science. Our research is accordingly strongly motivated by experi-
mental reality, and at the same time focused on developing fundamental theoretical understanding. Some
of our work is in direct collaboration with experimental groups, both helping with interpretation of existing
data and suggesting experiments that probe the most fundamental physical properties of the materials
under study. In the absence of such direct experimental verification of our analytic understanding, we
employ computer experiments to verify and deepen our intuition of physical systems. To that end we
both adapt and adjust existing numerical algorithms, as well as developing our own simulations schemes.
This synergy between analytical modeling, numerical and lab experiments, reflects the working mode of
physics itself and nicely summarizes the ideals according to which we conduct our research.

Topological insulators and superconductors. Topological insulators are bulk insulators with a metallic
surface described at low energies by Dirac fermions. Topological superconductors, similarly, are insulating
in the bulk for quasiparticles and host a surface state described by Majorana zero modes. When a 3D
topological insulator is made into a wire, the surface is gapped out due the nontrivial Berry phase a Dirac
fermion picks up upon encircling the circumference of the wire. This gap is readily closed by a magnetic
field along the wire when the corresponding Aharonov-Bohm flux through the wire is equal to half a
flux quantum, w-flux, and therefore exactly cancels the Berry phase. This leads to the emergence of a
perfectly transmitted mode and a characteristic Aharonov Bohm oscillations in the conductance of the
wire which we have discussed theoretically.

When the wire is brought into proximity with an s-wave superconductor, the perfectly transmitted mode
is transformed into a Majorana state, and the wire becomes an induced topological superconducting wire.
One way to probe this wire is to measure the NS conductance in the single mode limit, obtained by a
perpendicular magnetic field in the normal part, which induces a chiral mode which can be thought of as
an edge state of a quantum Hall state, despite the absence of a physical edge. Essentially, the curvature
of the wire is such that part of it effectively see a positive magnetic field and the other part a negative
magnetic field, giving arise to an interface between two distinct quantum Hall states.

In a collaboration with experimental colleagues at IFW Dresden, we have studied the conductance fluc-
tuations of such topological insulator nanowires in the normal state. We have found that there is a large
parameter region far from the Dirac point where non-universal conductance fluctuations are obtained,
which can be modulated by a magnetic field, giving rise to Aharonov-Bohm oscillations in the conduc-
tance fluctuations. Such modulations are unusual in mesoscopic systems and reflect the robustness of
Dirac fermions to disorder. In addition we have theoretically studied the conductance fluctuations close
to the Dirac point when the transport is dominated by the emergence of the magnetic field induced chiral
mode mentioned above.
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Weyl and Dirac semimetals. In a Weyl semimetal the conduction and valence bands touch in a set of
isolated points which correspond to a monopole of Berry flux and are therefore topologically stable. As
a consequence, a unique surface state, often referred to as Fermi arcs, appears. We have studied the
properties of this surface state. First, we have discussed if and when it can coexist with a Dirac fermion
when a Weyl semimetal is interfaced with a topological insulator. Second, we have discussed how the
surface state can be used a direct signature of the chiral anomaly in photoemission spectroscopy studies.
The chiral anomaly leads to a chiral chemical potential difference in the presence of parallel electric
and magnetic field that causes a characteristic note-shaped pattern to emergence in angular resolved
photoemission spectra.

Another theoretically predicted consequence of the chiral anomaly is negative magnetoresistance in the
presence of parallel electric and magnetic fields. In collaboration with the group of Prof. Felser at the
Max Planck Institute for Chemical Physics of Solids we have reported on the experimental observation
of such a negative magnetoresistance in the Weyl semimetal TaP. Theoretically, there is an ongoing
discussion in the literature, to which extend such negative magnetoresistance is directly related to the
chiral anomaly, as the combination of magnetic field and disorder can in certain cases also lead to the
same effect in the absence of the chiral anomaly. This is an added motivation for other probes of the
chiral anomaly, such as the photoemission spectroscopy mentioned above.

Many-body localization. Many-body localization refers to the stability of an Anderson localized phase
in the presence of interactions. We have been studying both the properties of this many-body localized
phase as well as the properties of the associated transition into a delocalized and ergodic metallic phase.
We have adopted two main approaches to this, both based on exact diagonalization numerical studies.
The first is the study of entanglement, which follows an area law in the localized phase, a volume law
in the delocalized phase and has diverging fluctuations at the transition. The second is the eigenvalues
(occupations) and eigenvectors (natural orbitals) of the one particle density matrix. In the localized phase
the occupations are close to a step function with a fermi-liquid like singularity, reflecting the fact that
the eigenstates are Fock space localized and close to a product state. This step function gets smeared
and approaches a constant when entering the delocalized phase, in agreement with delocalization in Fock
space.

The field of many-body localization got a boost this year from the publication of several cold atom ex-
periments. Both the entanglement and one particle density matrix just mentioned, are obtained from the
eigenstates of a given system, which is not directly experimentally accessible. A major future direction of
research in many-body localization is therefore that of experimental signatures of many-body localization,
both in dynamics after quantum quenches and in transport. In line with our general philosophy we closely
follow and participate in the progress towards experimental verification of many-body localization physics.

Collaborations

e Jérome Cayssol, Université Bordeaux et CNRS, France

e Romain Giraud and Joseph Dufouleur, Leibniz Institute for Solid State and Materials Research,
IFW Dresden, Germany

Fabian Heidrich-Meisner, Ludwig-Maximilians-Universitat Miinchen, Germany

Roni llan, University of California Berkely

Fernando de Juan, University of California, Berkeley

Teemu Ojanen, Aalto University, Finland

Henning Schomerus, Lancaster University, United Kingdom

Jorn W. F. Venderbos, MIT, USA

Binghai Yan and Claudia Felser MPIPKS and Max Planck Institute for Chemical Physics of Solids,
Dresden, Germany

Division: Finite Systems
(Head: Prof. Jan Michael Rost)

The department Finite Systems is concerned with few- and many-particle dynamics of finite microscopic
systems. An important role is played by the environment of those finite systems. It can consist of similar
entities as the atom or molecule under consideration (e.g., clusters, quantum aggregates, ultracold
Rydberg gases). Light from intense pulses to correlated single photon interaction provides another, quite
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universal kind of environment. Thirdly, noise forms an important class of environment, also studied at
mpipks outside the Finite Systems department in various contexts, from breathers over chaotic dynamics
to biological systems.

The research group Finite Systems within the department concentrates on clusters (project leader UIf
Saalmann), quantum aggregates and Rydberg-many particle systems (project leader Michael Genkin and
Sebastian Wiister) and the interaction of finite systems with strong and short light pulses, inspired by
rapid technological development towards ultrashort pulses (attosecond science) and short X-ray pulses
(X-ray Free Electron Lasers). Fruitful synergy emerges from the relation between exciton dynamics in
traditional quantum aggregates and their counterpart in the context of ultracold Rydberg complexes.
This connection is pursued in collaboration with Alexander Eisfeld and his research group Quantum ag-
gregates. The second research group in the Finite Systems department, Complex Dynamics in Ultracold
Gases, headed by Thomas Pohl, focuses on many-body aspects of interacting ultracold Rydberg systems
and light. Through the new research group from the Max Planck Center for Attosecond Science, Ultra-
short light-matter interaction, headed by Alexandra Landsman, also the strong field part of the group
will have a closely related counterpart for exchange of ideas and methods within the institute.

Research topics

Basic coupling mechanisms of short light pulses to matter. We explore non-equilibrium multi-particle
dynamics of ions and electrons triggered by intense sub-femtosecond light absorption. Almost simulta-
neous absorption of many photons by many bound electrons has become feasible with 4th generation
light sources generating X-ray photons and could be possible with attosecond sources in the XUV range
given a strong resonant absorption, e.g., in xenon.

The Envelope Hamiltonian. Starting from the Kramers-Henneberger formulation, where the coordinate
system moves with the (laser driven) electron, we have succeeded in formulating a zeroth order Hamil-
tonian which allows one to formulate a time-dependent perturbation theory for the number of absorbed
photons irrespectively of how short the pulse is. Although it can be numerically expensive to calculate
the zeroth order Hamiltonian (which depends parametrically on the evolution of the laser pulse envelope),
this is a major advance since short-pulse interactions become susceptible to perturbation theory.

Low-energy electrons. lonization of an atomic or molecular system leading to the escape of very low-
energy electrons constitutes a universal phenomenon which is akin to phase transition phenomena with
the ionization threshold as the critical point. Motivated by experimental observations of a surprisingly
rich structure in the low energy photo-electron spectrum of strong field ionization, we have established
“soft recollisions” driven by the laser field as the origin of both of the experimentally identified low energy
features which also describe in a very simple way the complementary dependence on the pulse length.

With the formulation of the so called envelope hamiltonian (see above) we have identified another source
of slow electrons which are non-adiabatically “spilled” into the continuum by ultrashort XUV pulses.

Studying low energy electron escape builds an obvious bridge to ultra cold Rydberg dynamics, a major
activity in the department.

Ultracold Rydberg dynamics and quantum aggregates. An ultracold environment harmonizes perfectly
with Rydberg dynamics and its inherently small energy scales. Consequently, this field has gained enor-
mous momentum recently, holding hopes for information science and offering flexible means to design
and investigate condensed matter like systems of very variable character. In most applications the focus
is on electron dynamics (“frozen gas") with the atomic motion as an annoying but unavoidable fact. In
our research we incorporate atomic motion explicitly and focus on its interplay with electronic dynamics
akin to chemical dynamics.

In fact, we have formulated dynamical situations with the goal to preserve maximum coherence. This
can be achieved by letting the atoms move according to the forces exerted by the electronic (Rydberg)
excitations. Examples so far include a Rydberg version of Newton's cradle permitting mesoscopic trans-
port of entanglement, controlled conical intersections and a mesoscopic Schrodinger cat state on the
micrometer scale represented by an entangled pair of atom clouds, mesoscopically separated through
internal electronic forces, and most recently the stirring of coherent dynamics along different directions
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at intersecting atomic chains.

Perspectives for the future

With additional FEL sources coming on line and more groups getting interested, the general emphasis in
theoretical research shifts towards simulation of specific situations and experiments. In contrast to this
trend, we will continue to concentrate on general principles of interaction and their simple formulation
for light-matter interaction in the attosecond- and XUV- as well as X-ray-short pulse parameter regime.
Apart from exploring the applicability of machine-learning concepts, we will concentrate on two aspects:
The dynamical origin and behavior of slow electrons in light-matter interaction. Here, the formulation
of a new time-dependent perturbation theory based on the envelope hamiltonian will give us a handle for
disentangling different processes keeping a full quantum description. A complementary approach based
on classical mechanics has lead us to the discovery of soft recollisions and their universal character, whose
consequences for electron-strong-field interaction have only started to become clear. The second aspect
is the ejection of (fast protons) from X-ray illumination of hydrogen rich matter (basically all biologically
relevant large molecules). Following our identification of this peculiar phenomenon in hydride clusters,
we will investigate its effect in large, inhomogeneous molecules, e.g., Lysozyme.

Our interest in ultracold Rydberg dynamics is shifting towards questions about how this coupling man-
ifests itself in optomechanical nano systems, where the Rydberg character provides a match regarding
the spatial scale while maintaining ultra low temperatures with appropriate design of the interaction.

Cooperations

We have cooperations with

Prof. M. Beims (Curitiba, Brazil) on semiclassical theory,

Prof. Berrah (Storrs, USA) regarding photo ionization of fullerenes and fullerene negative ions,
Prof. Davis (Brisbane, Australia) on nonlinear effects in dynamical tunneling of BECs,

Prof. Keller (Ziirich, Switzerland) on ultrafast non-linear light-matter coupling,

Prof. Richter (BESSY) regarding ionization in XUV pulses,

Prof. Singh (ITER, Mohali, India) on attosecond ionization .

Through the two European ITN networks CORINF in the area of intense light-matter interac-
tions and COHERENCE in the field of ultra cold Rydberg physics, we are closely connected to
international groups active in those fields.

Local cooperations

With Dr. GroBmann from the TU Dresden we have enjoyed an ongoing collaboration on semiclassical
propagation techniques.

Research Group: Quantum Aggregates
(Head: Dr. Alexander Eisfeld)

The group was established in October 2012 and currently consists of three PhD students (Alan Ce-
lestino, David Schonleber, Pan-Pan Zhang). During the evaluation periode two students finished their
PhD (Sebastian M&bius, Gerhard Ritschel) and the group hosted several postdoctoral guest scientists
(Sebastiaan Vlaming, Gennady Chuev, Pablo Lopez, Xiaoging Wang).

The main focus of our research is the emergence of collective quantum effects in mesoscopic assemblies
of atoms and molecules (so called aggregates), where the individual atoms/molecules interact via long
range forces. In particular we are interested in the interplay between electronic and nuclear dynamics
and its influence on optical and transport properties. Below are examples of topics that we are currently
investigating.

Stochastic Schrédinger equations for open quantum system dynamics. Open quantum system approaches
are widely used in the description of physical, chemical and biological systems to handle the coupling of
electronic degrees of freedom to vibrations. A structured vibrational environment consisting of internal

1.8 Divisions and Research Groups



molecular modes and solvent modes leads to long-lasting non-Markovian dynamics, which makes numer-
ical simulations quite demanding. Instead of using a master equation, we tackle the problem by solving
a stochastic Schrodinger equation of the diffusion type which gives the exact reduced density operator
in the electronic subspace. Unfortunately, the derived evolution equation is difficult to solve, due to
the appearance of a functional derivative with respect to a stochastic process. In collaboration with
Prof. Strunz from the TU Dresden we have recently succeeded to derive an exact hierarchy of coupled
stochastic equations that provides trajectories of pure states. Besides the appeal for weak measurement
interpretations this hierarchy also provides a numerically exact and efficient method. We could show
that it is superior to common approaches based on hierarchies for the reduced density operator. We
have applied our method to treat absorption and energy transfer in light harvesting aggregates. In this
context it is worth mentioning that to describe absorption only a single trajectory is needed, even at finite
temperatures. At the moment we are extending the formalism to time-dependent Hamiltonians with the
aim to treat multidimensional femtosecond spectroscopy in a non-perturbative way.

Energy transfer in photosynthesis. The ability of photosynthetic plants, algae and bacteria to efficiently
harvest sunlight has attracted researchers for decades and a fairly clear picture of photosynthesis has
emerged: Sunlight is absorbed by assemblies of chromophores, e.g. chlorophylls. These assemblies,
termed light harvesting complexes, transfer the excitation energy with high efficiency to so-called reac-
tion centers, where the excitation energy is converted into a trans-membrane chemical potential. Our
particular interest is the interaction of the chromophores with the protein environment and its role for the
transport. To this end reliable information about energy-levels of the chlorophyll molecules are needed,
which depend sensitively on the local protein surrounding. In addition one needs to know the coupling of
an electronic transition of the chlorophyll to vibrational modes. We use mixed molecular dynamics and
quantum chemical simulations to obtain these quantities which we then use as input in open quantum
system approaches to calculate transport and optical properties.

Self-assembled organic-dye aggregates. In the recent years we focussed on organic dyes on surfaces. Di-
electric materials like KCl or NaCl can be used as templates to induce specific arrangements of adsorbed
molecules. Our main interest is the appearance of superradiance and its interplay with non-radiative
relaxation mechanisms like exciton fission. These studies are carried out together with the experimental
groups of Prof. Sokolowski (U. Bonn; monolayers of the organic semiconductor PTCDA on a KCl sur-
face) and Prof. Stienkemeier (U. Freiburg; molecules on neon-droplets).

Quantum simulators for open quantum systems. Quantum simulators are well controlled quantum sys-
tems that can be used to simulate quantum Hamiltonians. Such an approach will be particularly fruitful,
if the corresponding numerical simulation on a classical computer is intractable. We focus on finite
dimensional systems interacting with a structured environment. In collaboration with Dr. Wiister and
the experimental group of Dr. Whitlock (U. Heidelberg) we have recently shown that ultra-cold Rydberg
aggregates embedded in a laser driven background gas are promising candidates for this task.

Nano-electromechanical devices. We have proposed a nano-rotor which is driven by single electron tun-
neling. It consists of two charge islands (e.g. quantum dots, metallic nano-clusters, etc.), placed at
the ends of a rigid rod. Electrons from a source-lead can tunnel on the dots and leave the dots at the
drain-lead. A time-independent field gradient (bias voltage) can lead to a self-excitation of oscillations
or even continuous rotatory motion, depending on the ratio between the driving field and damping pro-
cesses. Considering the current through the device, we found a regime of strong negative differential
conductance. Furthermore, for an oscillating bias voltage the device can for certain frequencies work
as a rectifier. While in the previous investigations the rotor was treated classically, we now aim at a
full quantum treatment to describe charge transport through molecular rotors. This work is done in
collaboration with the PKS-fellow Dr. Croy.

Cooperations

e Prof. Aspuru-Guzik (Harvard University, Cambridge, USA): Quantum simulators.
e Dr. Croy (mpipks): Nano-electro mechanical devices; quantum rotors.
e Prof. Engel (University of Wiirzburg, Germany): Molecular dimers, 2D spectroscopy.
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e Prof. Hauer (Wien, Austria): Spectroscopy of organic dye aggregates.

e Prof. Knoester (University of Groningen, Netherlands): Unconventional disorder and localization.
Prof. Sokolowski (University of Bonn, Germany): PTCDA monolayers on dielectric surfaces, su-
perradiance.

Prof. Stienkemeier (University of Freiburg, Germany): Spectroscopy in helium nano-droplets.
Prof. Strunz (TU Dresden, Germany): Stochastic Schrodinger equations.

Dr. Whitlock (Heidelberg, Germany): Monitoring of Rydberg excitation.

Dr. Wiister, Prof. Rost (mpipks): Rydberg aggregates.

Research Group: Complex Dynamics in Cold Gases
(Head: Dr. Thomas Pohl)

The group was established in September 2008, and currently consists of four PhD students: Wildan
Abdusallam, Laura Gil, Callum Murray and Valentin Walther, as well as five postdoctoral guest scientists:
Jorg Gotte, Dario Jukic, Rick van Bijnen, Gaoyong Sun and Christopher Gaul. We also hosted two
visiting Master students: Patrick Donnan (from Auburn University) and Erik van der Wurff (from Utrecht
University), and two senior guest scientists Prof. Massimo Boninsegni (from the University of Alberta,
Canada) and Prof. Asaad Sakhel (Al-Balga’ Applied University, Jordan). We have been in close contact
with a number of international groups through several EU-funded networks such as the Marie-Curie ITN
"COHERENCE", the STREP-project "QulLMI", the FET-Open (Xtrack) project "HAIRS" and the
recently established FET-PROACTIVE network "RySQ".

Our research interests cover a range of problems at the intersection of quantum optics, atomic and
molecular physics and many-body physics. A major focus is devoted the search for generic principles
behind the coupling of light to strongly interacting matter systems which on the one hand, can give
rise to tuneable light-induced interactions between the matter constituents or govern the emergence of
optical nonlinearities on the other. While a strong emphasis is and has been placed on ultracold atomic
gases, the scope of our research has expanded to a broader diversity of problems from hot vapour and
solid-state settings to synthetic quantum matter such as trapped ion assemblies. Understanding the
mutual influence of light and matter excitations in such systems, with an eye towards scientific and
technological applications, lies at the core of our research. Besides addressing related fundamental and
methodological problems, we aim to devise suitable schemes to implement specific applications and work
closely together with experimental groups towards actual realizations in the laboratory. Current lines of
our research include:

Synthetic quantum magnets. The pursuit of synthetic systems for quantum simulations of quantum
magnetism represents an exciting frontier in AMO research. Ultracold atoms in optical lattices, cold
polar molecules or trapped ion crystals are among the most promising candidates under active investi-
gation theoretically as well as experimentally. In our group we explore an alternative route based on the
controlled laser-excitation of high lying Rydberg states in an atomic lattice. Here, the general idea is to
utilize the strong interaction between Rydberg atoms to generate tuneable interactions between artificial
spins encoded in the discrete levels of the atoms. Through few-body calculations of atomic interactions
and simulations on larger scales, we are exploring different ideas towards realizing spin models of vari-
ous kinds with complete laser-control over synthetic interactions and external fields. First experimental
steps towards this goal have been recently made in close collaboration with the group of Prof. Immanuel
Bloch at the MPQ in Garching. Along a complementary direction, we are studying laser-excitation of
two-electron atoms exploiting the additional spin degree of freedom of the coupled electron pair for new
approaches to strong effective interactions. Initial ideas are currently being put to test jointly with the
group of Prof. Thomas C. Killian at Rice University in experiments on Bose-Einstein condensates of
Strontium atoms.

Open quantum systems. For the above settings, environmental decoherence and decay processes often
present an inevitable limitation that one often tries to mitigate, e.g., through clever coupling schemes or
short operation times in order to preserve coherent quantum dynamics. On the contrary, it emerged that
dissipation may also serve as a powerful resource, e.g., for the robust generation of many-body entangle-
ment. Generally, the many-body physics of such driven dissipative systems is of inherent interest, as it can
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give rise to phases and transitions that have no counterpart in their equilibrium equivalent. One central
aim is to understand the complex interplay between unitary interactions (generating coherence and en-
tanglement) and decoherence (potentially destroying it), and its effects on the nature of non-equilibrium
phases and transitions. Inspired by the aforementioned synthetic spin systems, we studied cold-atom
realizations of simple open quantum magnets, and found that long-range order can indeed emerge for
certain spin models in the limit of strong decoherence. Currently, we are investigating highly dissipative,
disordered ensembles, and in particular the role of strong spin correlations and atomic motion for the
emergence of bistable behaviour suggested by recent experiments. Building on this work, future interests
include the important but likewise more challenging question about the transition from this semi-classical
regime to the deep quantum limit.

Photon-photon interactions. The undisturbed propagation of photons in vacuum constitutes a distin-
guishing property of light that forms the basis for applications in optical communication. Yet, the
realization of photonic interactions strong enough to act on a single quantum level remains an outstand-
ing goal of major scientific and technological significance. Major efforts have been made to implement
such interactions by coupling single emitters to light that is tightly confined, e.g., in optical cavities or
nanophotonic structures. Recent developments to which we have continuously contributed in the past
exploit strong matter interactions in large ensembles of emitters enabling strong interactions between
freely propagating photons without the need of tight mode confinement. We are studying the few-body
propagation dynamics of photons in such settings to uncover the nature and basic mechanisms behind
the emergence of photon interactions in such settings. A current emphasis is placed on the exploration
of alternative approaches towards new types of nonlinearities that will eventually enable their application,
e.g., for all-optical quantum information processing.

Many-body quantum optics. For many interacting photons, such optical media can provide a platform for
unconventional quantum fluids of light and matter in a new regime where strong correlation effects defy
common perturbative pictures. Further interest stems from the intrinsic non-equilibrium nature of the
underlying physics, as photons are constantly entering and leaking out of the system. On the one hand,
we are exploring specific situations that permit analytical treatments or effective photon-field descrip-
tions, seeking intuitive insights into the non-equilibrium many-body dynamics. On the other hand, we use
numerical approaches, such as, e.g. Quantum Monte Carlo techniques, to obtain a broader understanding
of the basic mechanisms that drive the coupled dynamics of quantum matter and quantum light acting
on equal footing. Besides addressing fundamental questions in a new regime of light-matter interactions,
such an understanding may ultimately be valuable for engineering correlations of multi-photon states in a
collective fashion rather than sequentially creating entanglement by stringing together binary operations.
Moreover, our initial work on strongly interacting Rydberg atoms, has now led to explorations of a broader
range of settings and questions such as the effects and utility of weak spin interactions in mesoscopic
assemblies (such as ion crystals) in optical cavities or long-range interacting excitons in new types of
semiconductors that are strongly driven by quantum light.

Cooperations
e Local cooperations:
— Dr. Robert Johne (pks-fellow), [cavity-QED with ion crystals]

e Cooperations with experimental groups:

— Prof. Immanuel Bloch (MPQ, Germany), [synthetic quantum magnets]

Prof. Vladan Vuletic (MIT, USA), [interacting photons]

Prof. Thomas C. Killian (Rice University, USA), [two-electron Rydberg gases]
Prof. Charles Adams (Durham University, UK), [driven dissipative spin systems]
Prof. Alexander Szameit (Jena University, Germany) [optical chips]

e Cooperations with theory groups:

— Prof. Mikhail D. Lukin (Harvard, USA), [quantum nonlinear optics]
— Prof. Michael Fleischhauer (University of Kaiserslautern, Germany), [dissipative spin lattices]
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— Prof. Massimo Boninsegni (University of Alberta), [long-range interacting quantum fluids]
— Prof. Stefan Skupin (University of Bordeaux, France), [nonlocal nonlinear optics]
— Prof. Wieslaw Krolikowski (Australian National University, AU) [nonlocal nonlinear optics]

Research Group: Quantum Optics with X-rays
(Head: Dr. Nina Rohringer)

The group was established in February 2011 and currently consists of two PhD students (Clemens
Weninger and Jhih-An You) and a postdoctoral scientist (Dr. Laurent Mercadier) and a bachelor stu-
dent (Miguel Angel Silva Toledo). Former group members are Dr. Victor Kimberg (now researcher at
the KTH Stockholm), Dr. Marcus Dahlstrém (now researcher at Stockholm University), Dr. Wen Te
Laio (now assistant professor at the National Central University of Taiwan), Dr. Song-Bin Zhang (now
assistant professor at Shaanxi Normal University, Xi'an, China), and Felix Aviat and Miguel Angel Silva
Toledo (former Bachelor students). Our group is located at the Center for Free-Electron Laser Science
(CFEL) at the DESY campus in Hamburg and was formally integrated in the Max Planck Institute for
the Structure and Dynamics of Matter (MPSD) in April 2015. Our group focuses on theoretical and
experimental studies on quantum optical and nonlinear x-ray processes in atoms, molecules, liquids and
clusters and leads experiments at x-ray free-electron laser (XFEL) sources in the USA (LCLS at the
SLAC National Accelerator Laboratory) and the FLASH facility in Hamburg (FLASH XUV Free-Electron
Laser at DESY).

Nonlinear x-ray spectroscopy

With the advent of short-wavelength free-electron lasers, delivering femtosecond x-ray pulses of unprece-
dented high intensity new opportunities in the field of nonlinear quantum optics with x-rays arise, a field
that hitherto was virtually unexplored. So far, the entirety of x-ray based diagnostic techniques in solid-
state physics, structural biology, plasma physics, atomic and molecular physics etc. are based on a linear,
single-photon interactions with matter. Among those processes are coherent diffractive imaging of bio-
logical molecules, femtosecond serial nano-crystallography, time resolved photo absorption spectroscopy,
resonant inelastic x-ray scattering and Thomson scattering. The invention of XFELs, however, sets the
scene for the observation of the first nonlinear x-ray optical effects. A particularly promising aspect of
nonlinear x-ray interaction is the transfer of coherent femtosecond nonlinear pump-probe spectroscopies
from the optical to the x-ray domain. In the optical and UV spectral range, these techniques are powerful
methods to study processes such as photocatalytic reactions, long-range coherent charge and energy
transfer in biologically relevant systems. Their strength lies in the combination of femtosecond time
resolution and high energy resolution and their ability to differentiate between coherent and incoherent
nuclear dynamics. A transfer of these methods to the x-ray domain would widen the applicability of
the method to measure coherent electron motion (electronically excited wave packets), the coherent
interplay between electronic and nuclear degrees of freedom and would add high spatial resolution of
these processes, by the ability of x-rays to target specific elements, for example transition metal-based
catalytic centres in biological systems. The core activity of the group centers around the development of
such nonlinear x-ray spectroscopic techniques and the fundamental nonlinear x-ray interaction processes
that are building blocks of these techniques, both in theory and experiment. In the funding period from
2011-2015, our group made seminal contributions in the field of nonlinear x-ray science. The most
important milestones towards developing nonlinear x-ray spectroscopy were:

e First demonstration of stimulated x-ray emission following inner-shell photoionization of an atomic
target(realization of an x-ray laser based on stimulated emission on an inner-shell atomic transition
in neon) and detailed theoretical studies and comparisons to the experiment

e First demonstration of stimulated electronic x-ray Raman scattering in an atomic system,the pro-
cess that is the building block for nonlinear x-ray pump-probe spectroscopies

e Theoretical studies to transfer these scheme to molecular targets, including vibrational and rota-
tional degrees of freedom, and two experimental studies of stimulated x-ray Raman scattering in
diatomic molecules

e Theoretical studies to nonlinear quantum beat Auger-electron spectroscopy, an alternative to read-
out nonlinear pump-probe signals in optically thin samples

e First demonstration of stimulated x-ray emission in the hard x-ray regime in liquids and solid targets,
demonstration of chemical shifts in stimulated K-a emission of different Manganese-containing
chemical compounds in solution and in solids
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e Stimulated EUV emission following inner-shell ionization at soft x-ray wavelengths in atomic gases
and clusters

Wave mixing effects of few-cycle visible laser and attosecond XUV pulses

A second focus in our research are nonlinear optical processes induced by mixing of few-cycle optical lasers
and attosecond extreme-ultraviolet (XUV) pulses. A method to achieve optical x-ray wave mixing is by
combining the high-harmonic generation (HHG) process initiated by strong optical fields with attosecond
XUV pulses. Thereby, transient absorption of precisely timed XUV pulses by inner valence states during
the HHG process can induce coherent electronic wave packets in the residual ion, that have an impact
on the emitted HHG spectrum: An extension of the HHG plateau is predicted and certain spectral
regions can be assigned to specific coherent processes. Theoretical methods have been developed in
our group to describe these processes on different levels of sophistication, starting from semiclassical
strong-field approximation for electronic wave packets including transient interaction with the XUV field
by time-dependent perturbation theory, as well as time-dependent configuration-interaction methods.
The ultimate goal is to extend this method to molecules, to develop the theoretical foundation of
a combined attosecond transient absorption and HHG spectroscopy tool. In molecular samples, it is
expected that resonant transient absorption of a short XUV pulses during the HHG process will additionally
induce nuclear wave packets, which can be coherently probed by the HHG rescattering process. A
possible new HHG process, involving coherent coupling of different electronic states within the HHG
process ("cross-channel coupling") was recently theoretically investigated in one of our collaborations
with experimentalists from ETH Zirich. In that case the HHG process evolves from an electronic
spin-orbit and rotational wave packet, and coherently connects pairs of different states by the tunnel-
ionization and recombination steps in the HHG process. This coherent method is extremely sensitive
to small excitation fractions of the wave packet and will serve as an effective method to characterize
rovibronic wave packets. In the future this cross-channel pathway of HHG will be explored in combination
with XUV assisted processes.

The interplay of coherent wave packets involving valence excited states, or continuum wave packets with
XUV light was recently explored also in terms of photo electron spectroscopy. In a recent theory study,
we investigated the effect of nearly resonant core to valence excitation induced by XUV light in the
residual ion on a continuum electronic wave packet that was formed by short-pulse ionization. Excitation
of an inner-shell electron in the parent ion by a slightly detuned pulse results in a shearing (re-shaping)
of the electronic continuum wave packet, that can be detected in the photo electron spectrum. A first
application of this continuum electron dynamics induced by manipulation of the parent ion was recently
proposed by our group to characterize the phase of attosecond pulses. The method will be extended in
the future, to study coherent electron dynamics in highly-correlated atomic and ionic systems.

Current cooperations

e Uwe Bergmann (SLAC National Accelerator Laboratory, Menlo Park, USA) and Vittal Yachandra,
Junko Yano (Lawrence Berkeley National Laboratory, Berkeley, USA) on stimulated hard x-ray
emission for chemical analysis of transition metallo-enzyme model compounds

e Christoph Bostedt (Argonne National Laboratory, Argonne, lllinois, USA) and Thomas Moller (TU
Berlin) on XUV superradiance and stimualtex XUV emission of clusters

e José Crespo Lopez-Urrutia (Max Planck Institut fiir Kernphysik, Heidelberg) on high-resolution
spectroscopy of XUV lasers in Xenon and Krypton

e Daniel Rolles and Artem Rudenko (Kansas State University, Manhattan, Kansas, USA) on stimu-
lated XUV emission in atomic gases

e Jan-Erik Rubensson, Joseph Nordgren (Uppsala University, Uppsala, Sweden) on high-resolution
spectroscopy and stimulated resonant electronic Raman scattering

e Hans Jakob Wérner (Eidgendssisch Technische Hochschule Ziirich, Switzerland) on cross-channel
high-harmonic spectroscopy

e Alberto Lutman (SLAC National Accelerator Laboratory) on the development of FEL settings for
two-color stimulated electronic Raman scattering

e Tim Laarmann (DESY, Hamburg) on fluorescence spectroscopy on high-intensity cluster experi-
ments at FLASH
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Division: Biological Physics
(Head: Prof. Frank Jiilicher)

The division Biological Physics focusses on the study of active processes and spatiotemporal phenomena in
biology ranging from molecules to cells and tissues. From the point of view of physics, biological systems
represent a highly organized and inherently dynamic form of condensed matter. This living matter is
active and can exhibit spontaneous movements and flows, oscillations, the formation of complex patterns
and structures as well as unconventional material properties. Biological dynamics typically combines
active mechanical processes with chemical regulation. The theoretical analysis of such mechano-chemical
pattern formation opens original lines of new research in biophysics and can also lead to new physics.

In addition to the investigation of the physical principles of active processes, we study current problems
of cell and developmental biology in close cooperation with biologists. These projects aim at a theoretical
and quantitative understanding of biological processes in cells and tissues. The goal is to develop theo-
retical approaches and concepts to unravel principles that underly the function and the spatio-temporal
organization of living systems.

The division Biological Physics started its activities in 2002. The research of our division is character-
ized by many close interdisciplinary cooperations with experimental groups. Most important is a tight
cooperation with the Max Planck Institute of Molecular Cell Biology and Genetics (MPI-CBG) in Dres-
den. This cooperation is built on a joint research program between both institutes that led in 2012 to
the creation of the Center for Systems Biology Dresden (CSBD) which is jointly operated by the two
Max Planck Institutes. The CSBD consists of the three research groups headed by Michael Hiller, Ivo
Sbalzarini and Jan Brugues. Furthermore, Gene Myers started as a new director at MPI-CBG to bring
image informatics for the analysis of 3 and 4 dimensional microscopy image data as well as sequence
bioinformatics to the center. In addition to the CSBD, a variety of collaborative projects exist between
our division and the MPI-CBG. Our group is also linked to the International Max-Planck Research School
for Cell, Developmental and Systems Biology, managed by the MPI-CBG. Within the Dresden campus,
our group interacts in particular very closely with the Biotec Center and the Center for Regenerative
Therapies (CRTD) of the TU Dresden. More recently, the excellence cluster "Center for advancing
electronics Dresden" was established in 2012. Within this cluster, our group is interacting with engineers
and computer scientists.

Current research topics include:

Theory of active matter. The dynamics of cells is driven by active processes on the molecular scale
such as the motion of molecular motors along filaments of the cytoskeleton. Such active processes on
small scales lead on large scales to emergent out-of equilibrium phenomena such as spontaneous flows
and oscillations, active stresses and unconventional material properties that can be captured by generic
hydrodynamic equations. The theory of active matter is generic and applies to many different systems
in biology but also to possibly an increasing number of artificial systems. For example, tissue dynamics
that results from active cellular behaviours can be studied in the same spirit using continuum limits and
hydrodynamic descriptions of active matter.

In recent years, we have studied the consequences of active processes with chirality on the material
properties of active gels. Such processes introduce torque dipoles in a material that can give rise to
chiral flows and movements. Such active chiral processes can give rise to rich dynamics near surfaces. In
collaboration with the group of Stephan Grill (Biotec, TU Dresden) we have shown that chirality of the
actin cytoskeleton plays a key role for the left-right symmetry breaking of the body plan of the worm C.
elegans. Symmetry is broken in this case by chiral rotations of the cell division axis at early stages of the
embryo.

Spatial organization of cells. We are interested to understand the spatial organisation of cells and of
cellular processes. For example, cells are organised in distinct compartments which provide different
chemical environments in the cell. While many such compartments such as classical organelles are
separated from the cytoplasm by a membrane, a many cellular compartments have no membrane. A
particular exciting development is the discovery that such membrane-less compartments often have liquid
like properties and are essentially liquid droplets in the cell. These droplets coexist with the surrounding
cytoplasm which implies a coexistence between phases of different composition. The spatial organization
of the cell cytoplasm then involves liquid-liquid demixing combined with chemical reactions. The physics
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of active droplets that localize chemical reactions in space is an emerging research field with relevance to
cell biology. A recent example concerns the physical nature of centrosomes, which play a key role during
cell division. Our work suggested that centrosomes are droplets that grow by an autocatalytic process.

Other examples of structures that are involved in the spatial organisation of cells are the mitotic and
the meiotic spindle. These are self-organized structures that are formed by dynamic microtubules. To
understand the shape and size of such spindles, we investigate the dynamic organization of many inter-
acting microtubules. Interestingly, the meiotic spindle can be understood as a droplet of a liquid crystal
made of short microtubules. Because of the presence of molecular motors, active stresses have also to
be taken into account.

Morphogenetic processes and mechano-chemical patterning. A fundamental question in biology is how
a complex organism forms, starting from a fertilized egg. This process called development involves the
collective organization of many cells that are generated by subsequent cell divisions. We are interested in
the physical principles that underlie tissue morphogenesis. The combination of two aspects is important.
First, tissues represent an active material in which cellular force generation together with cell division
and cell death drive tissue remodeling. Second, cellular behaviors are organized with the help of signaling
systems. Morphogenesis thus is a fundamentally mechano-chemical patterning process.

Generic features of mechano-chemical pattering processes can be studied in simplified models that com-
bine reaction-diffusion processes with active fluids. A diffusing molecular species regulates the magnitude
of active stresses. The resulting flows advect molecular species. We have shown that such mechanochem-
ical systems can generate spatial patterns already with one diffusing stress activator and can generate
oscillations and waves with only two stress regulators. Such systems generalize the paradigm of Turing
patterns to mechanically active systems.

Collective dynamics of oscillators in biology and engineering. Interacting dynamic oscillators play impor-
tant roles in many biological systems. For example, our ear is able to operate over a vast dynamic range
of 12 orders of magnitude and to detect extraordinarily weak stimuli. This is achieved by a cochlear
amplifier which performs nonlinear frequency-selective amplification. It is based on the generic properties
of dynamic oscillators at a critical point. We study the collective nonlinear waves that emerge in the
cochlea as a consequence of coupling between critical oscillators. These behaviours of dynamic oscillators
play a key role for the generation of so called oto-acoustic emissions of most human ears. Interestingly,
nonlinear wave phenomena that result from coupling of oscillators occur in many biological systems.
Other examples that we currently investigate are the genetic waves that govern vertebrate segmentation
and the mechanical bending waves of the ciliar beat.

The study of genetic oscillations revealed that time delays in the coupling of oscillators play an important
role for stable synchronisation. We are now applying these concepts to engineering, where distributed
electronic clocks could provide synchrony in multi-core architectures and in communication networks.
Because of the high clock rate of such systems (GHz), centimetre distances at the speed of light imply
significant communication delays that can help synchronisation.

Perspectives

We have now obtained a good understanding of the basic properties of active matter, however the
mechanisms by which active processes are coordinated in living systems are still poorly understood. In
general, morphogenetic processes and the formation of structures and patterns in cells are mechano-
chemical in nature and closely integrate chemical signals and mechanic events. Such mechano-chemical
systems exhibit rich behaviors that we are just beginning to understand. Early work shows that systems
in which active mechanical stresses are regulated by diffusing signaling molecules can give rise to pattern
formation that extend and generalize the concept of Turing patterns in reaction-diffusion systems. The
dynamics of the cell cortex in the C. elegans embryo is an ideal model system to understand how cells
make use of the physics of mechano-chemical systems for pattern formation. We expect that studies of
mechano-chemical patterning will reveal novel mechanisms of pattern formation in biology.

Another very promising future line of research is the study of liquid phases of proteins and RNA in cells.
Such protein droplets provide chemical microreactors for the spatial organization of cellular processes.
There is a steadily growing number of such liquid compartments which have important roles in cellular
function and in diseases. These structures are built by elementary physics of multicomponent phase
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separation but are driven far from equilibrium by chemical reactions. In the coming years we expect many
exciting new developments on this emerging problem.

Finally, cells are information processing systems that detect external signals (often chemical) which are
transduced and processed by the cell. An important goal is to understand how information is processed
and how decisions are taken by cells. Concepts from information and decision theory that have been use-
ful in engineering are well suited to investigate principles of cellular computations and decisions. On the
other hand, biological systems provide original and novel paradigms for information processing that could
stimulate the development of technologies. In the excellence cluster "center for advancing electronics
Dresden" we are interacting closely with computer scientists, engineers and biologists to understand how
information processing in cells and in engineering differ. A recent success is the idea to use the collective
behaviors of dynamic oscillators to build distributed clocks in multi-core computer architectures and in
communication networks. This idea is motivated by the use of distributed clocks in cellular biological
systems. The collaborative environment in Dresden is ideal to pursue these challenges in the coming years.

Cooperations

e Max Planck Institute for Molecular Cell Biology and Genetics, Dresden

Collaboration with the groups of Jonathon Howard, Anthony Hyman and Stephan Grill on cell
division, cellular pattern formation and dynamics.

Collaboration with Suzanne Eaton and Gene Myers on the dynamic organization of epithelia.
Collaboration with Andy Oates on the segmentation of vertebrates through oscillating and
spatio-temporal gene expression patterns.

Collaboration with Marino Zerial on the dynamics of endosomal transport and signaling net-
works in cells.

TU Dresden

— Collaboration with Christian Dahmann on interfaces in two-dimensional tissues.

— Collaboration with Stefan Diez on the collective behaviors of molecular motors.

— Collaboration with Gerhard Fettweis on the use of distributed clocks in multi core systems
and on decision theoretical approaches to biophysics.

Humboldt-Universitat zu Berlin

— Collaboration with Benjamin Lindner on spontaneous emissions from the ear.

Institut Curie, Paris

— Collaboration with Jean-Francois Joanny and Jacques Prost on the physics of active gels, the
dynamics of the cytoskeleton and cell locomotion.
— Collaboration with Pascal Martin on the physics of mechanosensory hair cells.

AMOLF, Amsterdam

— Collaboration with Marileen Dogterom on microtubule dynamics.

University College London

— Collaboration with Andy Oates on the segmentation of vertebrates through oscillating and
spatio-temporal gene expression patterns.

University of Geneva

— Collaboration with Marcos Gonzalez-Gaitan on the dynamics of morphogens in growing tissues
and their role in growth control.

Research Group: Physics of the Cytoskeleton
(Head: Dr. Guillaume Salbreux)

Living organisms have the ability to move, change shape, and organize themselves in space, through pro-
cesses that require the production of forces. These forces are generated inside the cell by the cytoskeleton,
a meshwork of polymers interacting with motor proteins using the energy provided by ATP hydrolysis.
Our group studies how forces generated in the cytoskeleton affect cell shape and morphogenetic events,
from the microscopic to the cellular and tissue level. We use a combination of coarse-grained descriptions
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of cytoskeletal structures and computer simulations to address these questions. Our group is working
in close collaboration with experimentalists working on several biological model systems. Specifically, we
are interested in:

Physics of cell migration. Cell migration in a 3D confined environment is a new paradigm of cell motility,
where cells appear to rely on actin cortex contraction and formation of membrane protrusions, called
blebs, to generate motion. Using the simplified setup of migration in a channel, we are studying how
cytoskeletal flows and shape deformation combine to give rise to cell motility. In collaboration with the
group of Ewa Paluch at UCL we have explored the role of the friction coefficient between the cell and its
surrounding environment in setting the cell velocity, and we have shown that cells can move while exerting
forces orders of magnitudes smaller than previously measured. On a larger scale, we are also interested
in trajectories exhibited by primordial germ cells in the zebrafish embryo, which show distinct phases of
directed motion and stalling, and the consequences of this motion on the efficiency of chemotaxis. We
have shown theoretically that animal cells moving with run and tumble motion can adjust their run time
to optimise target search by chemotaxis.

Physics of nuclear migration. An interesting cellular process also relying on actomyosin contraction is
interkinetic nuclear migration, a feature of neuroepithelial cell consisting of the motion of the cell nucleus
towards the epithelia apical side, prior to cell division. In collaboration with the group of Caren Norden
at MPI-CBG, we investigate forces involved in these processes with the help of physical models of cell
mechanics.

Actomyosin oscillation and filament ordering in cells and tissues. It has been recently observed in a
number of model systems that the actomyosin cortex can be highly dynamic, exhibiting density and
shape oscillations, pulse propagation, and patterns of filament orientation. We investigate these pro-
cesses using the framework of hydrodynamic equations for an active gel, where myosin molecular motors
use the energy of ATP hydrolysis to induce active stresses. We particularly focus on spatiotemporal
patterns appearing in an active gel with nematic order and whose material is undergoing turnover. In
collaboration with the group of Stephan Grill at TU Dresden, we have investigated the ordering of actin
filaments occurring during actomyosin cortical flows in the C. elegans embryo. We have shown that a
simple flow-alignment coupling, similar to couplings known to exist in liquid crystal physics, can explain
filament alignment and the early steps of a furrowing invagination of the embryo. These findings are
relevant for the mechanics of cell division, where a combination of filament ordering and molecular motor
recruitment at the equator of the cell is responsible for the constriction of the cell into two daughter cells.

Physics of the actin cortex and membrane. We are also interested in the mechanical coupling between
the membrane and the cellular actin cortex and its influence on cell mechanics. Little is understood on
how the actin cytoskeleton at the cell surface mechanically constraints the lipid membrane. Recent ex-
periments have shown that the cell membrane can adopt surprisingly complex folded shapes, presumably
due to its attachment to cortical filaments. We develop models to describe the shape and mechanical
state of the cell membrane, incorporating forces exerted by the cytoskeleton, as well as knowledge on
mechanisms regulating the cell membrane surface area.

Three-dimensional morphogenesis of tissues. How forces and mechanics play a role in morphogenetic
processes in model systems such as Drosophila and zebrafish embryo is a key question in developmental
biology. Forces generated inside the cell give rise to flow and deformations at the scale of the animal.
In collaboration with the experimental group of Anne Classen in Munich we are studying the formation
of cysts, out-of-plane bulges which form in Drosophila wing discs as a result of genetic mutations. To
describe deformations of epithelia, we are developing a 3D vertex model where the cell surface is repre-
sented by triangulated polygons. Forces acting on the vertices are obtained by assuming that cells have
a constrained volume and that cell-cell interfaces are submitted to a surface tension, thought to arise
from cellular cytoskeletal networks. Within this framework, we are studying cell shape within an epithe-
lium and 3D deformations of epithelia, using a combination of numerical simulations and analytical tools.
We are also interested using the same tools in understanding the mechanics of gastrulation in Drosophila.
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Developmental mechanics at the embryo scale. In collaboration with Carl-Philip Heisenberg at the IST
Austria, we have developed a physical model of the forces involved during zebrafish doming, one of the
first step in the development of the zebrafish embryo, during which a roughly hemispherical tissue be-
comes thinner and spreads over the yolk of the embryo. The mechanical description we have proposed
uses a coarse-grained description of tissue flows, and allows to investigate how the interplay of forces
exerted by different tissues drives embryonic flows and deformations.

Cell and tissue shape. We are also interested in the mechanics of epithelia, which are two-dimensional
layers of connected cells. In collaboration with Frank Jiilicher and Suzanne Eaton, we are exploring the
relationship between cell shape and tissue shape during the morphogenesis of the Drosophila pupal wing.
We are developing a hydrodynamic theory of tissue flows that takes into account cellular stresses, cell
planar polarity and the role of topological transitions in the tissue. By applying our framework to the
study of the pupal wing, we have investigated the role of spontaneous oriented neighbour exchanges in
driving changes in cell and tissue shape during morphogenesis, and we are exploring how these events are
regulated during development.

Cooperations

e Ewa Paluch, MPI-CBG Dresden, on the physics of the actin cortex in cell division and cell migration
in confinement

e Stephan Grill, MPI-CBG and mpipks, Dresden, on nematic ordering and pattern formation in the
actomyosin cortex

e Caren Norden, MPI-CBG Dresden, on the mechanics of interkinetic nuclear migration in the ze-
brafish embryonic retina

e Jérome Solon, CRG Barcelona, on dorsal closure

e Anne Classen, LMU Munich, on cyst formation in the Drosophila wing disc

e Carl-Philipp Heisenberg, IST Vienna and S. Grill, MPI-CBG, Dresden on the mechanics of zebrafish
doming

e Suzanne Eaton, MPI-CBG and Frank Jiilicher, mpipks, on the mechanics of Drosophila wing disc
development.

Research Group: Collective Dynamics of Cells
(Head: Dr. Vasily Zaburdaev)

The group Collective Dynamics of Cells started in 2012 and since then has grown to host 9 scientists.
Our focus is on developing and applying methods of statistical physics to biological problems. Most of
our projects are interdisciplinary and collaborative. Several of our postdocs and PhD students are jointly
supervised and combine theoretical and experimental work. In 2015, we co-organized two conferences at
mpipks and for two consecutive years we actively participated in the Long Night of Science, a Dresden-
wide event helping to achieve a broader public exposure of our research. Currently the group works on
many exciting problems, and below we present some of them.

Lévy walks. Random walk is a fundamental concept with applications ranging from quantum physics to
econometrics. Remarkably, one specific model of random walks appears to be ubiquitous across many
fields as a tool to analyze transport phenomena in which the dispersal process is faster than dictated by
Brownian diffusion. The Lévy-walk model combines two key features, the ability to generate anomalously
fast diffusion and a finite velocity of a random walker. Recent results in optics, Hamiltonian chaos, cold
atom dynamics, biophysics, and behavioral science demonstrate that this particular type of random walk
provides significant insight into complex transport phenomena. In our group, we further develop this
model to better understand its properties and make it suitable for a broad range of applications. The
mathematical machinery involved goes beyond standard central limit theorems and requires some extra
effort. Recently, however, we have shown that an elegant mathematical approach, originally developed
for renewal processes, could be used to compute the asymptotic shapes of the probability density function
of Lévy walks in the ballistic regime. Interestingly, although there is a large body of work devoted to Lévy
walks, most if not all theoretical results so far were derived for one dimensional systems. In stark contrast,
many real life phenomena, which researchers try to quantify by using the Lévy walk concept, happen in
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two dimensions. Somewhat surprisingly, generalizations of the Lévy walk concept to two dimensions are
still virtually unexplored. It is the goal of an ongoing project to extend the model of Lévy walks to
two dimensions and provide researchers across disciplines with this powerful tool to describe anomalously
fast, superdiffusive dispersal processes. As an intermediate summary of our work we should mention a re-
view by V. Zaburdaev, S. Denisov, and J. Klafter recently published in Reviews of Modern Physics (2015).

Physical properties of the cell cytoplasm. Cells can enter into a dormant state when faced with unfa-
vorable conditions. However, how cells enter into and recover from this state is still poorly understood.
Our collaborators, the lab of Simon Alberti at the MPI-CBG, have found that dormancy in different
eukaryotic organisms is associated with a significant decrease in the mobility of organelles and foreign
tracer particles — a phenomenon which can be termed cytoplasmic freezing. They also showed that
cytoplasmic freezing is caused by a marked acidification of the cytoplasm, which leads to widespread
macromolecular assembly of proteins and triggers a transition of the cytoplasm from a sol to a gel state
with increased mechanical stability. We performed an advanced analysis of trajectories of foreign tracer
particles in normal and dormant cells. Experimental data for the mean-squared displacement of particles,
power-spectrum of displacements, density and correlation functions of displacements are in good agree-
ment with the theoretical model of fractional Brownian motion. Remarkably the negative correlations,
leading to the overall subdiffusive behavior of particles, are strongly increased for dormant cells, indicating
a transition to a more mechanically stable gel-like state. Broad variation of the diffusivity of particles
suggests a pronounced inhomogeneous structure of the cytoplasm in acidified cells. We could show
that gel formation is required for cellular survival under conditions of stress. These findings have broad
implications for understanding alternative physiological states, such as quiescence and dormancy, and
create a new view of the cytoplasm as an adaptable fluid that can reversibly transition into a protective
gel state. This research project is really just a beginning of our collaborative activities directed towards
understanding the physics of cytoplasm.

Chromatin dynamics in fission yeast. Together with the group of lva Toli¢ at the MPI-CBG (currently at
Ruder Boskovi¢ Institute, Croatia) we investigated how the oscillatory movement of the nucleus during
meiosis in fission yeast could facilitate the process of recombination. During recombination, DNAs of
parents exchange their genetic information to give rise to a genetically unique offspring. For recombina-
tion to occur, homologous chromosomes need to find each other and align with high precision — mistakes
in recombination are usually fatal for the offspring. Fission yeast, a model organism in cell biology, solves
this problem by folding chromosomes in loops and pulling them through the viscous nucleoplasm, similar
to doing washing in a river. However, the physical mechanisms underlying this process are poorly under-
stood. In our recent work, we proposed a theory of pulled polymer loops that quantifed the effect of
viscous drag forces on the alignment of chromosomes. To solve this problem we utilized the concept of
Brownian bridges, which is well known in statistical physics, and generalized it to include the effects of
an external force. Furthermore, for the one-dimensional model example we noticed an analogy between
the orientation of monomers in the polymer chain and the occupation probabilities in the fermion sys-
tem governed by the Fermi-Dirac distribution. The combination of Brownian bridges and Fermi-Dirac
statistics allowed us to describe the statistics of polymer loops analytically. We could generalize this
solution to a three-dimensional case and even more complex geometries taking into account additional
inter-connections between the chromosomal loops. Remarkably, we can predict the pulling force required
for alignment of the chromosomes which is in agreement with existing experimental measurements. We
continue to work on this project in two complementary directions. We develop realistic computer simu-
lations of chromosome alignment in the cell and further explore the analytical results to generalize them
for the case of a periodic driving force.

Cooperations
e Dr. Simon Alberti (MPI-CBG, Dresden) experiments on physical properties of the cytoplasm.
e Prof. Eli Barkai (Bar llan University, Israel) theory of Lévy walks.
e Prof. Carsten Beta (University of Potsdam, Germany) experiments on bacterial motility.
e Prof. Nicolas Biais (CUNY Brooklyn College, New York, USA) experiments on clustering of N.
gonorrhoeae bacteria.
Prof. Sergey Denisov (Augsburg University, Germany) theory of Lévy walks, game theory.
e Prof. Stephan Grill (TU Dresden) theory and experiments on RNA polymerase translocation.

Scientific Work and its Organization at the Institute — an Overview



Prof. Peter Hanggi (Augsburg University, Germany) theory of stochastic processes.

Prof. Joseph Klafter (Tel Aviv University, Israel) theory of Lévy walks.

Prof. Thomas Pfohl (Basel University, Switzerland) experiments on X-ray microscopy of living cells.
Prof. Iva Toli¢ (Ruder Boskovi¢ Institute, Zagreb, Croatia) experiments on chromosome organisa-
tion.

Dr. Nadine Vastenhouw (MPI-CBG, Dresden) experiments on genome activation during early em-
bryo development.

Research Group: Nonlinear Time Series Analysis
(Head: Prof. Dr. H. Kantz)

This group was established in 1995 with a research programme in nonlinear dynamics and time series
analysis. Over the years the focus has shifted and the scope was broadened. Our main guideline is the
aim to understand, model, and predict fluctuations in open, i.e., driven systems. This comprises research
in non-equilibrium statistical physics, low- and high-dimensional dynamical systems, nonlinear stochastic
processes driven by Gaussian and non-Gaussian noises. A particular field of application is the Earth’s
atmosphere, which is evidently a very complex, driven dynamical system where predictions on short and
long time spans are of utmost general interest.

Whereas mean values and average behaviour of systems are often easily assessable, fluctuations around
the mean pose the real challenges. More precisely, in these settings we aim for the characterization,
modeling, understanding, and prediction of fluctuations, e.g., in terms of their magnitude distributions
and temporal or spatial correlations. Particular motivation arises from the study of extreme events, which
often occur as natural disasters and then have large impact on human life. Extreme events in driven
systems are very large but rare fluctuations, where the research goal is to identify dynamical mechanisms
(feedback loops) which first drive the system far off its normal state, but then terminate these excursions
making them short lived and rare.

Fluctuations in atmospheric physics. The atmosphere is one of the most complex physical systems,
with dynamics on many spatial and temporal scales. Climate change and the concequences of rising
greenhouse gas concentrations are nowadays indisputable facts, however, details of which changes in
particular on the regional scale are to be expected are still unclear. One specific claim is that extreme
weather conditions might occur more frequently and that weather events might become more severe.
We investigate recordings of temperature, precipitation, and river levels by methods from record breaking
statistics and non-stationary extreme value statistics in order to explore on the observational level the
significance of trends in the frequency and magnitude of extreme weather. A statistically significant
finding is that the number of hot days in Germany is indeed increasing, although the fluctuations around
this trend are huge.

In precipitation data of Germany we have till now no indication of changes in the past few decades.
Instead, they are of interest due to their statistical properties, which can be approximately described by
power laws. Self organised criticality (SOC) has been proposed as a way to explain these. In a joint
project with meteorologists from Reading we look into model output for a better understanding which,
if successful, will lead to better parametrizations to be used in climate models.

Fluctuations in atmospheric variables are caused by the interplay of local dynamics and global transport
due to advection. Hence, barriers to transport are of high interest. In advection, they are caused by
particular structures in velocity fields which cause Lagrangian particles to be trapped in eddies. We
started a project to detect, follow, and predict the breakdown of these so called Lagrangian coherent
structures in 2-dimensional velocity fields. Also, in time dependent velocity fields, these structures form
only partial barriers. It is a challange to determine the rate at which trajectories can leak from such a
confined region in a quantitative way.

Time averages, short and long range correlations. \We have exactly one Earth, and hence information
about the state of our planet can only be obtained by time averages, not by ensemble averages. A natural
question is how close a single finite time average typically is to the (unknown) ensemble average, or, from
the opposite point of view, how the particular “initial” condition at the beginning of the measurement
time influences the mean value thus found. The theory of large deviations makes statements about how
probable it is that a single time average is far from the ensemble mean for uncorrelated processes. We
extend these results to selected short range and long range correlated processes (AR and ARFIMA) and
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find slower than exponential decay in sample size of probabilities to be far off the ensemble mean, when
data are long range correlated. But when are data long range correlated? An extremely popular method
to detect such correlations is the detrended fluctuation analysis DFA, which, however, has not found
a sound theoretical basis, yet. Because of inconsistencies reported in the literature we decided to look
into that in great detail. First and unexpected results of our analysis are summarized in our report in
Sec. 222

Weak ergodicity breaking, ageing, and fractional derivatives. In a larger collaboration with colleagues from
Potsdam, Charkov, Tel Aviv, and Skopje, we investigate stochastic processes with anomalous behaviour,
namely Continuous Time Random Walks and fractional Fokker Planck equations. These are models for
very slow transport leading typically to sub-diffusion and hence to anomalous behaviour of the mean
squared displacement. In addition, weak ergodicity breaking and ageing phenomena can be observed.
Another look at these systems is to interprete these as extreme cases of intermittent behaviour, and
there are examples of dynamical systems with equivalent properties, e.g., the Manneville-Pomeau map.
We contribute with the detailed analysis of various aspects in the rich phenomenology and the attempt
to trace back real world phenomena to such processes.

Predictions and forecasting. We all need reliable forecasts for decision making and planning. Forecasting
the short term evolution of dynamical systems has been part of our research for two decades. Currently,
we are concerned with spatially extended systems. In a project funded by the Volkswagen foundation,
we applied a novel state space reconstruction scheme to predict extreme events in a spatially extended
excitable system. The forecasts are used to apply tiny local perturbations to the system's dynamics
prior to an extreme event and thereby suppress it. Details are reported in Sec. 221 This work is part
of a network which studies harmful algal blooming and epileptic seizures as extreme events in excitable
systems, with colleagues from Oldenburg, Bonn, and Potsdam.

Non-equilibrium fluctuations and irreversibility. In very small systems such as nano-devices or biological
cells, thermodynamic fluctuations become relevant and experimentally measurable. For thermodynamic
systems out of equilibrium, where classical statistical ensembles are meaningless, a number of strict re-
lations for ratios of probabilities of fluctuations are known as fluctuation theorems. Opposed to open
systems with a constant throughput of, e.g., energy, we focus on isothermal non-equilibrium processes
which are strictly non-stationary since they are driven by the change of some control parameter. We
eventually succeeded to analyse a particular experimental setting operated at the ENS in Lyon, where
the initial macro-state of the system is different from the final state after the backward process. This
situation has never been considered before, neither numerically nor experimentally. We show how to
interpret the fluctuation theorem in this case and could demonstrate its validity using the experimental
observations.

Cooperations

o Center for Dynamics at the TU Dresden: Holger Kantz is member of the board of directors of this
Centre which will enhance the scientific interchange on dynamics in the Dresden area. Through
this centre, we collaborate with Katrin Padberg-Gehle (Computer Science) on Lagrangian Coherent
Structures.

o Roland Ketzmerick, Physics Department, Technical University of Dresden and PKS Max Planck
Fellow: Chaos and intermittency in Hamiltonian systems.

o Ulrike Feudel (Oldenburg), Helmut Hillebrand (Oldenburg), Klaus Lehnertz (Bonn), Jiirgen Kurths
(PIK Potsdam), Dave Caron (University of Southern California, USA): VW-project Extreme events
in excitable media.

e Eli Barkai (Bar llan, Israel), Aleksei Chechkin (Charkov, Ukraine), Ralf Metzler (Potsdam), Trifce
Sandev (Skopje), Alexander lomin (Haifa): CTRW, Sinai model, Fractional Fokker Planck Equa-
tion, weak ergodicity breaking and ageing.

e Sergio Ciliberto (ENS Lyon), Léo Granger (Madrid), Jumna Mehlis (Halle), Edgar Roldan (PKS):
experimental test of a nonequilibrium fluctuation theorem.

e Robert Plant and Christopher Holloway (Meteorology Department, Reading, UK): high resolution
regional precipitation simulations for SOC analysis of precipitation.
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Research Group: Self-Organization of Biological Structures
(Head: Dr. Jan Brugués)

The group Self-organization of Biological Structures started in September 2013 and uses the mitotic
spindle and the nucleus in Xenopus laevis egg extract and zebrafish Danio rerio embryos as model systems
to study how the large-scale patterns and behaviors of biological structures emerge from the collective
behaviors of molecules. The mitotic spindle is a protein-machinery composed of long polar polymers of
microtubules, and associated molecules such as molecular motors, cross-linkers, and regulatory proteins.
Although spindles retain their overall shape for hours, their components are very dynamic and turnover
within few seconds. This rapid turnover allows spindles to adapt their shape according to cell size and to
rapidly recover after perturbations. The nucleus, in contrast to spindles, lacks structural components with
intrinsic polarity. Structures within the nucleus, however, are partitioned into specific regions, such as
chromosome territories or transcription factories. Moreover, recent studies have shown that the spatial
organization of nuclear structures plays a major role in gene expression. The physical and molecular
principles behind this organization are unknown and must be fundamentally different to those acting
on spindles, where the polarity of microtubules dictates the bipolar symmetry and spatial organization
of spindle components. We aim to use the mitotic spindle and the nucleus as two complementary
systems to uncover the physical principles of self-organization in biological structures by integrating
theory and experiments. We will perform the experiments in Xenopus laevis egg extract and zebrafish
embryos. Egg extract allows for excellent imaging, easy manipulation and biochemistry, whereas zebrafish
allows studying these processes in the context of the development of a living organism. Our general
approach consists mainly of two steps. First, we characterize the large-scale behavior of spindles and
nuclei (microtubule nucleation, spindle morphology and size, and chromatin organization). Then, we
use these measurements together with theory and biochemical perturbations to reveal the underlying
molecular mechanisms. To this end, we design new multi-scale quantitative methods that can resolve
the local dynamics of soluble proteins, dissect the architecture of cellular structures, and characterize the
mechanical properties and dynamics at large scales.

Design of new quantitative methods: wide-field fluorescence correlation microscopy. We currently know
many of the molecules involved in the formation of biological patterns and structures, yet we lack a
bottom-up understanding of how the collective activities of these molecules give rise to the formation
of large structures such mitotic spindles and nuclei. At the microscopic level, these processes arise
ultimately from the local molecular activities, interactions, and diffusion processes. Characterizing the
spatial and temporal dynamics of these molecules is therefore essential to understand large-scale pattern
and structure formation. Existing methods, such as fluorescence correlation spectroscopy (FCS), cannot
properly characterize these processes. These methods are limited to small samples and small structures,
or compromise the spatial resolution of the measurements to achieve the necessary temporal resolution.
To overcome these limitations, we are developing a new method capable of obtaining the concentration
and local dynamics of molecules simultaneously in the whole area detector (wide-field) at time scales
below microseconds, regardless of the detector speed. Our method is based on modulating the intensity
of the emission laser, and can be generally used with any microscope capable of confocal-sectioning
(TIRF, spinning disk, laser scanning, and light-sheet). We plan to build our method around a customized
light sheet microscope capable of sectioning the mitotic spindle and nucleus. Collaborators: Gene Myers
(MPI-CBG Dresden)

Mechanisms of microtubule nucleation in mitotic spindles. The mitotic spindle is a highly dynamic steady-
state structure that is continuously rebuilt. Its main components, microtubules and associated proteins,
turnover every few seconds whereas the spindle lasts for several minutes to hours. This rapid turnover
requires a continuous supply of microtubules that have to be nucleated throughout the spindle. It is still
not clear, however, what is the mechanism of microtubule nucleation in spindles and how it contributes to
their morphology, size, and architecture. This partly stems from the lack of methods to directly measure
microtubule nucleation because there are no means to fluorescently label the site of a nascent microtubule
and because microtubules are too dense in spindles to be resolved individually using optical microscopy.
In this research line, we aim to study microtubule nucleation in the Xenopus laevis egg extract. Our
first goal is to measure the profile of microtubule nucleation in spindles using a method developed in
the lab based on femto-second laser ablation. This method allows to measure the minus end densities,
which correspond to the location of microtubule nucleation. Additionally, it also reveals the plus ends,
polarity and length distribution of microtubules, which allows characterizing the relationship between
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microtubule nucleation and spindle architecture. We will complement this method with measurements
of the microtubule dynamics in spindles (life time, growth velocity and depolymerization velocity) by
imaging single molecule fluorescent tubulin speckles and fluorescent proteins that co-localize with the
growing plus ends (Eb1-GFP). With these measurements at hand, we will test the contribution of the
different mechanisms of microtubule nucleation by perturbing each one separately and measuring their
effect on the nucleation profile. Finally, using our experimental data we will build a generic mathematical
model of microtubule nucleation in terms of microtubule dynamics, density of nucleators, and spindle
architecture. We expect this research line to provide a better understanding of how the mitotic spindle
if assembled, and more generally how cells regulate the architecture, size, and shape of cytoskeletal
structures. Collaborators: Frank Jiilicher (mpipks Dresden)

Mechanisms of spindle morphology and scaling during early development. It has been known for a long
time that there is a correlation between the size of a cell and the size of its organelles, including the spindle
and the nucleus. This relationship is perhaps most striking during the first stages of embryogenesis, when
cells change in size and shape several fold in the absence of growth. During this process, the spindle
adapts its size and shape accordingly to accurately segregate chromosomes over a wide range of length
scales. These changes in size and shape are ultimately related to chromosome position, define the
cleavage plane, and are therefore crucial for the proper development of the embryo. The mechanisms
that regulate spindle scaling and its relation to the cell boundary, and more generally how cells control
organelle size and shape, remain elusive. To gain insight into these questions, we will investigate spindle
scaling during the early development of the zebrafish Danio rerio.

Our first aim will be to simply characterize how spindles scale in terms of their main structural compo-
nent, the microtubules. To this end, we will systematically measure the architecture of spindles across
zebrafish development using our two-cut laser ablation method that we recently developed. Our prelim-
inary results show that these spindles are made of short microtubules similar to spindles assembled in
Xenopus laevis egg extract. We will test, for the first time, whether spindles scale by (i) reducing the mi-
crotubule lengths while maintaining the overall architecture, (ii) rearranging the microtubules throughout
the spindle while maintaining their lengths and dynamics, or (iii) a mixture of both. This architectural
information will be crucial, as it will dramatically constraint the possible underlying mechanisms behind
spindle scaling. Assuming spindles decrease in size due to the depletion of a limiting component, the
scaling relationship between the amounts of this component (set by the cell volume) and spindle size
will depend dramatically on the way the microtubule architecture changes during scaling. As examples
of possible limiting components, we will investigate tubulin and microtubule nucleators by measuring
their concentrations using our wide-field FCS (see previous research line), and microtubule associated
proteins by measuring microtubule dynamics using single molecule measurements during scaling. We will
then combine these measurements with a model for spindle scaling that predicts the changes of spindle
size upon biochemical and genetic perturbations in the embryo (together with the Norden lab). Taken
together, these studies will not only advance our understanding of spindle scaling, but also advance our
understanding of organelle scaling in biology and its role during embryo development. Collaborators:
Caren Norden (MPI-CBG Dresden), Jan Huisken (MPI-CBG Dresden)

Dynamics of chromatin organization in the nucleus. Our work on spindles is leading us to a better
understanding of the physical principles of self-organization of cellular structures. Mitotic spindles are
one example of a structure made of polar cytoskeletal filaments. The polarity of these filaments together
with the local activities of molecules gives rise to the bipolar axial shape of spindle, and the spatial
organization of its components. In contrast, other organelles, like the nucleus, lack structural components
with intrinsic polarity, yet the sub-compartments of these organelles, such as chromosome territories,
active genes or transcription factories, are localized at specific regions within the organelle. The answer
to the question of how the large-scale organization of the nucleus arises for the local activities of its
components would therefore appear to be fundamentally different as in the case of spindles. We aim to
apply and expand the methodology we developed for spindles to understand the large-scale organization
of the nucleus. In particular, in this new research line we initially will study how transcription factors, RNA
polymerases, and other molecules are partitioned in the nucleoplasm, and how they contribute to the
establishment of structures such as transcription factories, chromosome territories or chromatin states.
Collaborators: Moritz Kreysing (MPI-CBG Dresden), Nadine Vastenhouw (MPI-CBG Dresden), Tony
Hyman (MPI-CBG Dresden), Jochen Guck (Biotec, TU Dresden)
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1.9 Junior Research Groups

Research Group: Dynamical Systems and Social Dynamics
(Head: Dr. Eduardo G. Altmann)

The Otto Hahn group Dynamical Systems and Social Dynamics started in January 2011 and is guided
by the belief that complex temporal behavior often emerges from simple evolution rules. Faithful to this
principle, the aim of our research is to (i) characterize the complexity of observations and (ii) uncover the
essential ingredients of dynamical models describing them. Our main interest is to apply these ideas to
complex social systems. This is motivated by the recent availability of large databases of human activities,
a by-product of new technologies and of the digitalization of communications. Examples of databases
investigated in our group include the popularity of items on the Internet (e.g., of millions of online videos
or scientific papers) and records of language usage over the last two centuries. The main scientific interest
in such databases is that they allow for quantitative investigations of old and new problems. Beyond
the traditional analogies between social and natural complex systems, it is now possible to quantitatively
compare models to data. Here we build on the long Physics tradition in both modeling and data analysis
to obtain a mechanistic understanding of problems of technological and societal interest.

As clear from the name of the group, a distinguishing feature of our approach is the focus on the dynamics
of the system. This requires analyzing data at different times, but also proposing models (equations)
for the temporal behavior that can be used in forecasts. For instance, when analyzing databases of
natural language we look not only at their (universal) statistical properties, but also on models of how
these property emerge and how languages change. The dynamical models typically have a combination
of (non-linear) deterministic and stochastic terms. Here applications to traditional physical systems are
also investigated in the group, in particular of non-linear dynamical systems with transiently chaotic
dynamics. Common to all problems are the computational and mathematical methods (coming from
dynamical systems theory, stochastic processes, and statistical physics) and the aim of understanding
complex behavior using simple models.

Specific problems which have been investigated in the last two years include:

Universality and dynamics in language. The unprecedent amount of written texts available on the Internet
enables us to track the frequency of usage of different words at different times and topics. On the one
hand, we are interested in universal features observed in such data: the applicability and foundations of
statistical laws, the role of fluctuations and how they can be explored to extract information about texts
and used to improve data-mining methods (e.g., topic models). On the other hand, we are interested in
the dynamical side of language, e.g., to understand language change and to trace the dynamics of ideas,
opinions, and behavior expressed through the tracked words. We model these phenomena using stochastic
growth models (e.g., for the vocabulary as a whole), methods from complex networks (e.g., stochastic
block models), and models of population dynamics (e.g., words competing for the same meaning).The
goal is to obtain models with predictive power which also provide a mechanistic understanding of the
origin of the observations.

Predictions and fluctuations in fat-tailed distributions. The attention of a community typically concen-
trates in a few out of many available objects. An example familiar to scientists are scientific publications
and their corresponding fat-tailed distribution of citations. Similar fat-tailed distributions are widespread,
in particular in the Internet (e.g., entries in discussion groups, views of videos). We combine stochastic
models, time series analysis, and rigorous prediction methods from the natural sciences in order to develop
strategies to predict the attention specific objects will receive.

Computation of rare configurations in complex systems. The dynamics of complex systems is often
dominated by extraordinary events which, despite being rare, are responsible for the most interesting
phenomena. One example are extreme events, which can be several orders of magnitude larger than
the typical events and are responsible for most economical impact. We are interested in developing
computational methods to find rare trajectories in chaotic dynamical systems (e.g., in transient chaos)
and rare network configurations (e.g., random networks with motifs). We adapt Importance Sampling
Monte Carlo methods used in statistical physics (e.g., multicanonical simulations) and apply them to
cases which could not be explored with alternative methods.

Science of Science. The propagation of scientific ideas happens mainly through scientific publications
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which are increasingly available for automated studies. In a collaboration with the Max Planck Digital
Library, we have been granted access and are investigating the collection of all papers indexed by the
ISI Web of Science since 1980. The spreading of ideas can be quantified by looking at the dynamics
and network of citations between the different papers. One of our interests is to investigate how such
properties relate to information that can be extracted automatically from the text of the papers (e.g.,
the topics of a paper).

Cooperations

G. Cristadoro an M. Degli Esposti (Bologna, Italy) on long-range correlations in symbolic sequences.
T. Tél (Budapest, Hungary) on transient chaos.

J. M. V. P. Lopes (Porto, Portugal) on Monte Carlo sampling methods in complex systems.

J. Scharloth (TU Dresden, Germany) on corpus linguistics.

M. Beims (Curitiba, Brazil) on high-dimensional chaos.

T. P. Peixoto (Bremen, Germany) on topic models and complex networks.

M. Palzenberger (Max Planck Digital Library, Germany) on bibliometrics.

Junior Research Group: Computational Nonlinear and Relativistic Optics
(Head: Dr. Stefan Skupin)

The Junior Research Group Computational Nonlinear and Relativistic Optics started to operate in fall
2007 at the mpipks. In April 2009, the group leader Stefan Skupin became appointed as Carl Zeiss
Junior Professor for Computational Photonics at the Friedrich Schiller University in Jena. Due to this
second engagement, Stefan Skupin was only two days per week present at the mpipks, and it became
necessary to appoint a long-term Post-Doc as an assistant group leader. Until December 2012, Mickael
Grech filled this position, however, he got permanently appointed by the French CNRS at the Laboratoire
d'Utilisation des Lasers Intenses (LULI) near Paris. Since 2013, Evangelos Siminos acts as new assistant
group leader. In 2014, Stefan Skupin got permanently employed by the French CNRS at the Centre
Lasers Intenses et Applications (CELIA) in Bordeaux and left the mpipks, and no new group members
were recruited.

Computational physics is a fast growing discipline, and recent progress in computer technology makes it
possible to solve large scale numerical problems which were not tractable at all only a decade ago. More
and more super-computers become available for fundamental science (see, e.g., the AIMS cluster of
the mpipks at Rechenzentrum Garching or recent upgrades at Forschungszentrum Jiilich) and allow the
simulation of complete experimental setups. This development offers a unique opportunity to conduct
novel and innovative research.

High intensity laser matter interaction. With the development of the laser in the 60's the field of
nonlinear optics was born. Light intensities achieved made it possible to observe effects induced by
the light itself as it propagates through a medium. Nowadays, the rapid progress in laser technology
almost continously opens new fields of research in laser matter interaction. In the past decade, the range
of wavelengths which is accessible by exploiting frequency conversion from an optical pump has grown
dramatically. Remarkably, many methods to obtain extremely high or extremely low frequencies make
use of, in one way or the other, nonlinear processes in laser-induced plasma. One famous example is
high harmonics generation (HGG), where frequencies thousands times larger than the frequency of the
pump pulse are generated due to recollision dynamics of free electrons with parent ions. More recently,
it was demonstrated that by using light induced plasma dynamics, it is possible to produce frequencies
just in the opposite part of the spectrum, namely in THz range, hundreds of times smaller than the
optical pump frequency. Besides, in so-called femtosecond filaments, the interplay between the atomic
nonlinearity and plasma defocusing leads to self-guiding, pulse self-compression and, last but not least,
generation of new frequencies.

Another aspect of high intensity laser matter interaction we are currently looking at is its application to
material processing. In particular, we are interested in exploiting spatio-temporal pulsed-beam shaping
techniques to optimize the material modifications induced by the laser. This is, among others, important
for precise ophthalmic fs-surgery.

On this topics, we collaborate with Luc Bergé (CEA/DAM, Arpajon, France), lhar Babushkin (Leibniz
Universitat Hannover), Eduardo Cabrera Granado (Universidad Complutense Madrid), and the group of
Stefan Nolte (Friedrich-Schiller-Universitat Jena).
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Nonlinear localized waves in nonlocal media. The propagation and dynamics of localized nonlinear waves
is a subject of great interest in a range of physical settings stretching from nonlinear optics to plasmas
and ultracold atomic gases. The structure and stability of nonlinear optical modes is determined by
the interplay of the radiation field with the functional form of the material nonlinearity. In the case of
optical beams the nonlinear response can be described in terms of the induced change in the refractive
index n which is often approximated as a local function of the wave intensity. However, in many real
physical systems the nonlinear response is spatially nonlocal which means that the refractive index depends
on the beam intensity in the neighborhood of each spatial point. This occurs, for instance, when the
nonlinearity is associated with some sort of transport processes such as heat conduction in media with
thermal response, diffusion of charge carriers or atoms or molecules in atomic vapors. It is also the case
in systems exhibiting a long-range interaction of constituent molecules or particles such as in nematic
liquid crystals or dipolar Bose-Einstein condensates.

Nonlocality is thus a feature of a large number of nonlinear systems leading to novel phenomena of a
generic nature. For instance, it may promote modulational instability in self-defocusing media, as well
as suppress wave collapse of multidimensional beams in self-focusing media. Nonlocal nonlinearity may
even represent parametric wave mixing, both in spatial and spatio-temporal domain where it describes
formation of the so called X-waves. Furthermore, nonlocality significantly affects soliton interaction
leading to formation of bound state of otherwise repelling bright or dark solitons. It has also been shown
that nonlocal media may support formation of stable complex localized structures or patterns.

On this topic, we collaborate with the group of Thomas Pohl (mpipks), Wieslaw Krélikowski (TAMUQ),
Doha, Quatar), and Fabian Maucher (University of Durham, UK).

Laser based charged particle acceleration. High power laser pulses interaction with plasmas offers a
unique opportunity to study matter under extreme conditions of temperature and pressure. Current laser
systems (with intensities > 10'® W /cm® and soon beyond > 1022 W /ecm?) allow to access the so-called
relativistic regime of laser-plasma interaction. This interaction regime is characterized by the emission of
various energetic particles (electrons, ions and also neutrons and positrons) and intense radiations (with
frequencies ranging from THz to the gamma domain). These new sources of particles and radiations
offer a vast range of applications.

Our research at the mpipks is devoted to laser-based electron and ion acceleration (see also[2]). On these
topics, we collaborate with the groups of Vladimir Tikhonchuk (CELIA, Bordeaux, France) and Malte
Kaluza (FSU Jena).

Junior Research Group: Motor Systems
(Head: Dr. Stephan W. Grill)

Our group is interested in how molecular machines, the workhorses of the cell, function collectively to
give rise to the complex dynamical processes observed in living organisms. The whole is greater than
the sum of the parts - in this spirit we pursue an understanding of how molecular mechanisms give rise
to specific behaviors that emerge at length and time scales relevant for processes at the cell biological
level, using a combined experimental and theoretical approach. Our main focus concerns the question
how biochemical networks interact with mechanical ones to enact morphogenetic change. Answering this
question requires (1) a physical description of the underlying mechanical processes, (II) an understanding
of the regulatory components and their behaviors, and (I1) an identification of the possible means of
Interaction.

As of October 1st 2013, my group has moved to the Biotechnology Center (BIOTEC) of TU Dresden.
However, we are grateful to enjoy continued collaborations with various groups at mpipks, continued
support, and continued engagement with the scientific life at mpipks.

Morphogenetic Mechanochemical Pattern Formation. A central focus of our work has been to reveal
generic forms of coupling between mechanics and biochemistry. The establishment of cellular and de-
velopmental form rests on this interplay. Bio- chemical regulatory pathways directly active deformation
and reshaping of cells and tissues. Components of these regulatory pathways are transported by flow and
deformation arising from active mechanical processes inside cells. In some instances one can successfully
decouple the biochemistry from the mechanics. This is the approach that was taken sixty years ago by
Alan Turing when he started the field of reaction-diffusion. However, we are learning more and more that
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generally this is not possible. My group has been studying the process of establishment of cell polarity
in the C. elegans zygote, a classical example of coupling of mechanical and biochemical pathways for
enacting morphogenetic change. Here, flows in the actomyosin cell cortex trigger the formation of an
intracellular pattern in the distribution of PAR proteins. Generally, the actomyosin cortex is responsible
for much of the reshaping and mechanical restructuring that proceeds at both the cellular and the tissue
scale. To understand the mechanisms by which patterning, structure and form arises in development, we
must first find an appropriate mechanical description of the actomyosin cell cortex, and then integrate
with biochemical regulation. It is essential that we find these mechanical descriptions. They represent
fundamental laws of morphogenesis that describe how cells or tissues deform and restructure themselves.
They define the rules of the game of morphogenetic processes, they characterize the playing field on
which regulatory molecular pathways are acting. We need ways of identifying them, and we need sys-
tematic approaches that link molecular scale physical mechanisms to those on cell and tissue scales.
Morphogenesis is one of the great remaining mysteries, and tackling it requires an interdisciplinary ap-
proach that links cell/developmental biology with biophysics experiments and with theory. This has been
our approach for investigating the mechanochemistry of polarity establishment. At the cellular scale, we
have characterized the mechanochemical pattern generator that is at the heart of polarization of the
C. elegans zygote. In work that was performed in collaboration with Frank Jiilicher, we showed that
the actomyosin cortical layer is capable of generating active torques to drive chiral flow. In theoretical
work we have characterized the force and torque balance that underlies such chiral rearrangements, and
we discovered that the C. elegans embryo utilizes active torque generation to undergo left/right sym-
metry breaking in development. This is a major step forward, giving us the change to understand the
fundamental physical mechanisms by which organisms choose their left/right body axis.

Single Molecule Transcription. RNA polymerase is the molecular machine responsible for reading out
the genetic code stored within DNA in the form of a RNA transcript. This transcript is later used for
translation into the amino acid sequence that forms the protein product, which is encoded by the sequence
of DNA that was originally read out. Since the production of every protein in a cell commences with this
process of information transfer, RNA polymerase represents a central control point for all cellular functions
and behaviors. Understanding the micromechanical events that underly RNA polymerase transcription on
both naked DNA and on chromatin templates remains one of the great challenges in Biology. In the past
years we have shed light on how this machine moves along the DNA template, moves backwards in a
process called backtracking. We have also worked out how backtracking and diffusive proofreading ensure
that a minimum number of copy mistakes are made. In combined theoretical and experimental work, we
have recently shown that both RNA polymerase | and Il exit a backtracking event in a kinetic competition
between diffusive recovery and transcript cleavage. Through this we have identified the distinct backtrack
recovery strategies of Pol | and Pol Il, shedding light on the evolution of cellular functions of these key
enzymes.

Cooperations

E. Betzig, J. Farm, Virginia, U.S.A.: Bessel Beam SPIM Microscopy

C.-P. Heisenberg, IST, Klosterneuburg, Austria: Zebrafish Gastrulation

e J. M. R. Parrondo, Universidad Complutense de Madrid, Spain: Irregular dynamics for transcrip-
tional proofreading

e P. Cramer, Gene Center and Department of Biochemistry, Ludwig-Maximilians-Universitat Miinchen:
Transcription by RNA Polymerase |

e C. Miiller, European Molecular Biology Laboratory, Heidelberg Germany: Transcription by RNA

Polymerase Il

J. Ahringer, The Gurdon Institute, University of Cambridge, U.K.: PAR Suppressors

F. Schnorrer, MPI fiir Biochemie, Martinsried: Muscle Tension

A. A. Hyman, Max Planck Institute of Molecular Biology and Genetics: Cortical Polarization

F. Jilicher, Max Planck Institute for the Physics of Complex Systems, Dresden: Active Polar Gels

G. Salbreux, Max Planck Institute for the Physics of Complex Systems, Dresden: Active Nematic

Gels
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Junior Research Group: Computational Biology and Evolutionary Genomics
(Head: Dr. Michael Hiller)

Our group focuses on the development of computational biology and comparative genomics approaches
to link observable characteristics of species (phenotypes) to the underlying loci in the DNA (genotype).
Since the DNA sequence determines the phenotypes of a species, differences in phenotypes must be
due to differences in their DNA. Today, the genomes of hundreds of animals have been sequenced,
including more than 100 mammals. These sequenced genomes provide an unprecedented opportunity
to discover which genomic changes underlie particular phenotypic changes between species. This is
the overarching scientific question we address in the lab by combining both computational as well as
experimental approaches.

The complexity and difficulty of this question is illustrated by the fact that mammalian genomes have
billions of base pairs and species differ by many millions of genomic changes. Even accurately comparing
the entire genome of just two species poses a big challenge. Nevertheless, our previous research has
established a proof-of-concept that makes it possible to detect genomic loci that underlie a particular
phenotypic difference. Key to this so called Forward Genomics method is that the independent loss
of a phenotype during evolution should lead to sequence divergence of the underlying genomic loci.
By quantifying the divergence of a genomic locus between a species and its ancestral sequence that
we reconstruct with a maximume-likelihood approach, we could show on both simulated and real data
that these genomic loci harbor enough statistical signal that they can be pinpointed in a background of
several other hundred thousand unrelated loci. This phenotype-genotype question can also be addressed
by a "reverse" approach that starts with systematically detecting genomic differences that likely have
functional consequences and uses exploration-driven approaches as well as statistical enrichment tests to
predict phenotypic changes associated with individual or sets of genomic differences in these species. It
should be noted that in contrast to other research groups, our focus is explicitly on differences between
species and not on differences within a species (between individuals or populations).

In the last ~2.5 years, one focus was on improving the methods that form the basis for our research.
In particular, we have developed new methods to detect functional genomic differences. First, we are
developing a computational pipeline that systematically detects gene losses without needing manual
curation. While a number of case studies have manually investigated gene losses, a computational
approach that systematically detects gene losses at high accuracy does not exist. Our gene loss detection
approach integrates a Hidden Markov Model re-alignment approach to resolve alignment ambiguities,
genome alignment filtering steps to remove non-orthologous alignments, and a method that determines
which isoform of each gene consists entirely of ancestral exons (detailed in the research report). Second,
we have started to develop a method tailored to the genomic loci that regulate the expression of genes.
This method incorporates changes in the binding sites of the transcriptional regulators (gains, losses,
changes in their strength) across a phylogeny to yield a computational measure of binding divergence
on a per-species basis. Our final goal here is to develop a method that can detect both the regulators
and the regulatory elements that are associated with a given phenotypic change. Third, we improved
the detection of statistical associations between genomic and phenotypic changes by explicitly taking
the relatedness of species and differences in evolutionary rates into account (detailed in the research
report). Most of these methods-development projects will be completed in near future. Together, these
improved and new approaches give us an extensive toolbox for analyzing and mining genomic data, for
detecting biologically important differences for various classes of genomic elements, and for addressing
the important phenotype-genotype question.

In parallel to developing methods, a smaller focus was to already apply these methods to clades that
have many sequenced genomes and accessible phenotypic differences. This has led to the discovery of
candidate loci that we are now experimentally investigating. Finally, with the help of the CSBD ELBE PhD
stipends, we have recently started a new collaboration with experimentalists to address the mystery of
why the experimental deletion of genomic regions that are under extreme purifying selection (indicating
clear functional importance) gives viable mice without any detectable phenotypic consequences. By
iterative cycles of computational analysis and experimental screening approaches in cell lines, we will
investigate the role of genetic redundancy and robustness, which are key properties of biological systems
and networks.

In future, our research will shift more and more from methods development to application. Numerous
new genomes make it possible to apply our approaches to new clades, exemplified by birds with now
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48 sequenced genomes and a spectacular phenotypic diversity. Also, the joint affiliation with the MPI-
CBG gives us the opportunity to not only make bioinformatics predictions but to also experimentally
test if manipulating such a locus affects the predicted phenotype in a model organism, thus establishing
a causal link between genomic and phenotypic change. Finally, a main limitation right now is digital
access to phenotypic data of all sequenced species. To this end, we have started to build a consortium of
zoologists to address the pressing need to convert existing phenotypic knowledge into a digitally accessible
database and to fill this phenotype gap for sequenced species, which is a key prerequisite to address the
phenotype-genotype question systematically and to learn how biological systems evolve.

Our research group is jointly affiliated with the mpipks and the MPI-CBG as part of the Center for
Systems Biology Dresden (CSBD), which is a joint initiative of both Max Planck Institutes. The group
started in Oct 2011 and most PhD students/postdocs started in early 2013. Michael Hiller was awarded
the German Life Science Award in 2013.

Collaborations

e Wieland Huttner (MPI-CBG)

Pavel Tomancak (MPI-CBG)

Jochen Rink (MPI-CBG)

Federico Calegari (CRTD, Dresden)

Michael Brand (CRTD, Dresden)

Marius Ader (CRTD, Dresden)

Stefan Diez (BCUBE, TU Dresden)

Frank Buchholz (Medical Faculty, TU Dresden)

Heiko Stuckas (Senckenberg Naturhistorische Sammlungen Dresden)
Matthias Platzer (Leibniz Institute for Age Research, Jena, Germany)
ChulHee Kang (Washington State University, USA)

Junior Research Group: Collective Phenomena in Solid State and Materials Science
(Head: Dr. Stefan Kirchner)

The Joint Junior Research Group Collective Phenomena in Solid State and Materials Science is a joint
group of the mpipks and the MPI-CPfS and is co-sponsored by /nnovationsfond of the President of Max
Planck Society. Its primary goal was to enhance the synergy between and improve collaborations among
the two MPIs, mpipks and the MPI-CPfS. The group ceased to exist and at the time of writing, i.e.
May 2015, only one PhD student is left at mpipks (and MPI-CPfS).

Research interests of the group center around the understanding of correlations in and out of thermal
equilibrium in strongly correlated electron systems, in particular on quantum criticality in rare earth in-
termetallic compounds. Intermetallic rare earth and actinide compounds are extended lattice systems
where the competition between localized and itinerant degrees of freedom gives rise to a complex be-
havior and a plethora of competing ground states where the relevant energy scales emerge out of the
bare couplings that determine the high-temperature behavior. As a consequence, theoretical models like
the so-called Kondo lattice model are effective models designed to describe the universal aspects of the
problem. Thermodynamic and (bulk) transport measurements, i.e. the traditional bulk measures that are
available at low temperatures, are more and more augmented by local probes that have become available,
e.g. neutron scattering techniques or most recently scanning tunneling microscopy for heavy fermions.
These novel experimental tools give access to the microscopic coupling constants that enter theoretical
models but in turn require effective theories that go beyond the universal aspects of the problem. The
MPI-CP1S is at the forefront of experimental research in 4f- and 5f electron systems and has been playing
a key role in establishing the existence of unconventional quantum criticality in such systems. Quantum
criticalities promise to offer a novel organization principle or paradigm to address universal features of the
general phase diagram of correlated matter. Such quantum criticalities occur as matter is tuned through
a continuous zero-temperature phase transitions and are found to affect the properties of matter in a
wide temperature and parameter range fanning out from the singular zero-temperature critical points. So
far, the existence of quantum critical points has been established beyond reasonable doubt only in heavy
fermion systems although growing evidence exists that quantum criticality also governs the phase diagram
of other strongly correlated materials, like e.g. the high-temperature cuprate superconductors. In the
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traditional approach to quantum criticality, the critical regime is described in terms of a Ginzburg-Landau-
Wilson functional of the order parameter and its fluctuations where the order parameter is a physical
quantity characterizing the ordered side of the critical point. Quantum mechanics enters in this approach
only in increasing the effective spatial dimensions in which the Ginzburg-Landau-Wilson functional is
defined. As a result, this classical theory in elevated dimensions predicts mean field behavior for many
systems. In the context of magnetic quantum criticality, the classical Ginzburg-Landau-Wilson approach
is known as the spin-density wave theory. Experimental and theoretical work for heavy fermion systems
has established the existence of at least one other class of quantum critical points. This additional class
of quantum critical points defies a description in terms of a Ginzburg-Landau-Wilson functional. Char-
acteristic to all quantum critical points is the diverging correlation length as criticality is approached.
This divergence is at the heart of the scale-invariant energy spectrum and the origin of 'universality' i.e.
the phenomenon that the power law divergence of physical quantities is largely independent of physical
details of the system. At present, neither a field theoretic formulation for the new class of quantum
critical points is known nor a general classification of quantum critical points into universality classes is
available.

Cooperations

In addition to the projects between the mpipks and MPI-CPfS, the group enjoyed a few external collab-
orators. Joint projects currently existed primarily with

e Dr. Theo Costi from the Institute for Advanced Simulation at the Research Centre Jiilich on
applications and extensions of the numerical renormalization group technique.

e Prof. Enrique Munoz Tavera from the Pontificia Universidad Catdlica in Santiago de Chile on the
development of a renormalized dual fermion perturbation theory on the Keldysh contour to describe
steady-state transport.

e Dr. Gavin Scott from Alcatel-Lucent and Prof. Douglas Natelson from Rice University on transport
characterization of nano-scale devices.

e Prof. Qimiao Si from Rice University, Houston and Prof. Kevin Ingersent, University of Florida at
Gainesville. The long-term goal of the collaboration with Qimiao Si and Kevin Ingersent and the
members of their groups is the construction of the critical field theory of the particular unconven-
tional quantum critical point that recently were observed in a number of intermetallic rare earth
compounds. We try tackle this problem by a two-pronged approach. On the one hand, we obtain
a microscopic understanding of the physics near zero-temperature instabilities in certain models.
This has so far been accomplished for the spin-isotropic Bose-Fermi Kondo model and the so-called
pseudogap Bose-Fermi Anderson model. On the other hand, symmetry considerations can be used
to pose important constraints on the underlying critical field theory.

e Dr. Gang Li and Prof. Werner Hanke from Universitat Wiirzburg. We are working on a ladder
dual fermion resummation around the dynamical mean field result (DMFT) of the Hubbard model
on the triangular lattice to address the interplay of electron correlation and frustration. This re-
search is motivated by several classes of materials, where this interplay is underlies the emergence
of unconventional phases. For example, the k-(BEDT-TTF)yX family and the layered cobaltate
Na,CoOs-yHy are triangular systems that develop superconductivity at sufficiently low tempera-
tures.

e Prof. Emanuel Gull from University of Michigan on a dual fermion description for the charge order
transition in the Falicov-Kimball model.

e Prof. Hans Kroha from Universitat Bonn. While a number of numerical tools exist to treat the
short-time evolution of strongly correlated systems, the long-time limit of non-stationary problems
has not received much attention. The Floquet technique is one of the few means to treat the long-
time limit of periodically driven systems. In this project, we apply this technique to time-dependent
strongly interacting problems.
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1.10 Max Planck Fellow Group

Max Planck Fellow Group: Quantum Chaos and Quantum Dynamics
(Head: Prof. Roland Ketzmerick)

The group was founded in September 2010 on the basis of the Max Planck Fellowship of Prof. Roland
Ketzmerick (Technische Universitat Dresden) for the purpose of strengthening the collaboration between
TU Dresden and the mpipks. The group is co-headed by Dr. André Eckardt. Further group members
currently are four PhD students (Felix Fritzsch, Alexander Schnell, Christoph Strater, Daniel Vorberg),
one associated guest scientist (Arul Lakshminarayan), as well as two external members (PD Arnd Backer
from TU Dresden, Prof. Holger Schanz from Hochschule Magedeburg-Stendal).

The interests of the group range from quantum signatures of regular and chaotic dynamics, with the
current focus on 4D symplectic maps; over non-equilibrium steady states of driven-dissipative quantum
gases; to ultracold atomic quantum gases with a special interest on fermionic spinor dynamics, Floquet
systems, and artificial gauge fields.

Quantum Signatures of Regular and Chaotic Dynamics. We are interested in the properties of quantum
systems where the underlying classical dynamics is non-integrable, in particular when regular and chaotic
dynamics coexist. In higher dimensional systems, which play an important role in many areas of physics,
regular tori do not separate regions in phase space. Thus one typically has regular motion which is
surrounded on arbitrary fine scales by chaotic motion, leading for example to Arnold diffusion. We
investigate methods for the visualization of the underlying structures in phase space for four-dimensional
maps. This is used in searching for the mechanism of power-law trapping in these systems and allows for
studying the quantum- classical correspondence by displaying Husimi functions together with the classical
phase space. We also investigate the universal quantum properties of classical partial barriers which are
ubiquitous in the chaotic component of phase space. For open quantum systems these partial barriers
affect the fractal properties of the chaotic saddle, the localization of eigenstates on this fractal, and
lead for the counting function of the number of resonances to a modified fractal Weyl law. Finally, we
are extending the semiclassical theory of regular-to-chaotic tunneling to the case of resonance-assisted
tunneling and have stimulated its first experimental observation by designing a suitably shaped microwave
cavity.

Non-equilibrium steady states of driven-dissipative quantum gases. We are studying the properties of
bosonic and fermionic quantum gases that are driven into a steady state far from equilibrium. Specifi-
cally, we concentrate on periodically driven systems in weak contact to a thermal bath and on systems
with weak coupling to two baths of different temperature or chemical potential. The non-equilibrium
steady state to which such a driven-dissipative system relaxes corresponds neither to a Gibbs state nor
does it obey detailed balance. It depends on the very details of the system-bath coupling and not only
on a few thermodynamic variables, like temperature or chemical potential. On the one hand, this makes
the treatment of such non-equilibrium steady states a true many-body problem already for ideal quantum
gases of non-interacting particles. On the other hand, it offers new opportunities to tailor the state and
the properties of a system beyond the constraints of equilibrium. The main focus of our work lies on
investigating the consequences of the bosonic or fermionic quantum statistics. For that purpose, we em-
ploy Floquet-Markov theory in combination with both numerical and analytical methods (quantum-jump
Monte-Carlo simulations, mean-field theory). Remarkably, we found that bosons undergo a generalized
form of Bose condensation, when reaching the quantum degenerate regime. Namely away from equilib-
rium several Bose selected states can acquire extensive occupations. This effect can be used to control
the heat conductivity of a system, which significantly depends on the number of selected states. Future
plans concern, among others, the role of interactions, the application of our theory to photonic many-
body systems (exciton-polariton fluids, photons in dye-filled cavities), and the question whether Bose
condensation can be achieved using baths of temperatures well above the equilibrium critical tempera-
ture.

Ultracold Atomic Quantum Gases. Ultracold atomic quantum gases are realized by tapping and cooling
neutral atoms. Their great appeal lies in the combination of quantum optical precision and controllability
with many-body physics. Optically created lattice potentials allow to realize paradigmatic Hubbard-
type lattice models and to reach the interesting regime of strong coupling. Moreover, densities and
few-particle correlation functions can be measured both in situ with single-site resolution and, after
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time of flight, with respect to momentum. These systems are extremely clean, highly tunable (also in
a time-dependent fashion during the experiment) and well isolated from coupling to the environment.
This makes them a unique platform for the investigation of many-body quantum dynamics. One main
theme of our work is the spinor dynamics of fermionic quantum gases. Here differences with respect
to the standard situation of condensed matter physics arise both from having particles with large spin
(> 1/2), allowing for spin-changing collisions, and the presence of the trap. In close collaboration with
experimentalists from Sengstock’s group in Hamburg, we have investigated spin-wave excitations, giant
long-lived spin-oscillations, and the different time scales governing the relaxation towards equilibrium in
a system of trapped 4°K atoms with a spin of 9/2. Another major theme is the physics of interacting
quantum gases in periodically driven optical lattices. Here the aim is to engineer the time-independent
effective Hamiltonian that governs the time evolution of such Floquet systems, in order to realize artificial
magnetic fields or to coherently open orbital degrees of freedom. Our work includes the design of novel
schemes for this type of Floquet engineering, the many-body physics of the engineered systems, as well
as the investigation of detrimental heating processes that limit Floquet engineering.

Cooperations

e We have fruitful collaborations within the mpipks

— Prof. Holger Kantz on stochastic perturbations of symplectic maps.
— Dr. Eduardo Altmann on classical and quantum aspects of open dynamical systems.

e as well as externally with the experimental groups of

— Prof. U. Kuhl (University of Nice) and Prof. Hans-Jiirgen Stockmann (University of Marburg,
FOR760) on microwave billiards showing resonance-assisted tunneling.

— Prof. Markus Oberthaler (University of Heidelberg, FOR760) on regular and chaotic dynamics
in Fock space using condensates.

— Prof. Klaus Sengstock (University of Hamburg) on the realization of artificial gauge fields in
optical lattices, spinor dynamics in quantum gases of fermionic atoms with large spin, and
multiphoton interband transitions in periodically driven optical lattices.

e and with the theory groups of

— Prof. Steven Tomsovic (Washington State University, USA) on quantum signatures of partial
barriers.

— Prof. Akira Shudo (Tokyo Metropolitan University, Japan) on complex paths for regular-to-
chaotic tunneling.

— Prof. Peter Schlagheck (University of Liége, Belgium) on semiclassics of resonance-assisted
tunneling.

— Prof. Maciej Lewenstein (ICFO-The Institute of Photonic Sciences, Spain) on the creation of
artificial gauge fields in optical lattices and fermionic spinor dynamics.

— Prof. Gediminas Juzelitinas and Prof. Egidijus Anisimovas (Insititute for Theoretical Physics
and Astronomy, Vilnius University, Vilnius, Lithuania) on Floquet engineering of optical-lattice
systems.

1.11 Advanced Study Groups

Advanced Study Group 2012/2013: Topological band structures and their instabilities
(Convenor: Igor Herbut, Simon Fraser University, VVancouver, Canada)

Background

There exists today an entire class of solid state systems that display non-trivial electronic band structures,
such as Dirac points, quadratic band touching, Dirac lines, or flat bands in the bulk or on the surface.
Probably the best known such a general "Dirac material" would be graphene, but there are many others,
both in two and three dimensions: Weyl semimetals, gapless semiconductors such as gray tin, bilayer
graphene, and surfaces of topological insulators. These systems are often unusually robust for reasons
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of non-trivial band topology, and exhibit a plethora of exotic properties, such as the anomalous Hall or
spin-Hall effects, non-localizing surface states, and other transport anomalies.

People and activities

The Advanced Study Group focused on the effects of electron-electron interactions and disorder on these
Dirac systems. It started in November 2012 and ended in December 2013, and consisted, besides the
convenor, of Fakher Assaad (Wurzburg), Balazs Déra (Budapest), Ken Imura (Hiroshima), Christopher
Mudry (Paul Scherrer), and Larz Fritz (Utrecht), who all stayed for more than two months each at the
institute. Besides these long-term members, there were a number of short-term visitors, who stayed
in the institute between one and three weeks. During their stay they would present a longer informal
seminar, and collaborate with one or more of the group members. This latter group included Akira
Furusaki (Riken), Masaki Oshikawa (Tokyo), Oskar Vafek (Florida), Martin Hohenadler (Wurzburg),
Flavio Nogueira (Bochum), Babak Seradjeh (Indiana), Lukas Janssen (Jena), Bitan Roy (Maryland),
Doru Sticlet (Bordeaux), Francesco Parisen Toldin (Wurzburg), Leticia Tarruell (Zurich), and Jerome
Caysoll (Bordeaux). The group has also benefited from and participated in two topically closely related
conferences held at the mpipks during this time: "Flat bands: design, topology, correlations" (6 - 9
March, 2013), and "Spin-orbit entanglement: exotic states of quantum matter in electronic systems"
(15 July - 2 August, 2013).

Results

The time during and long after the meetings of the Advanced Study Group was very exciting and pro-
ductive, with a number of new collaborations started, various directions explored, and some promising
results found. This resulted in a number of publications, with more still in preparation. Some of the
highlights so far are:

e New understanding of the nature of the quantum criticality in two dimensional Dirac systems [1H4]:
a combination of new quantum Monte Carlo approach to interacting electrons on honeycomb
lattice and of the state-of-the-art finite size scaling analysis has resulted in significantly improved
understanding of the quantum criticality in presence of gapless (Dirac) fermions. The first paper
in the series [1], has been highly visible, and even labeled as a "highly cited paper" by the Web of
Science.

e Quantum criticality at the semimetal-metal transition of disordered three dimensional Dirac fermions
[5]: we proposed that in contrast to the usual Anderson localization transition, the semimetal-metal
quantum phase transition at finite disorder in three dimensions should display universal critical scal-
ing, with a new set of critical exponents and universal scaling functions. These were computed
using the "kernel polynomial method", developed earlier by T. Ohtsuki and collaborators for the
Anderson transition. The reference [4] has also, incidentally, been labeled as a "highly cited paper"
by the Web of Science.

e The interplay of the electron-electron interactions and the quadratic band touching: we have
generalized the quadratic band touching Hamiltonian in two dimensions to situations that lack
the time reversal symmetry, and studied the competition between the anomalous quantum Hall
and nematic instabilities in this system. [6[7] It was argued that in three dimensions the expected
non-Fermi liquid state is unstable to nematic instability via a novel mechanism of "fixed-point
collision". [g]

e Persistent currents in one-dimensional Dirac systems: we focused on the effect of a single magnetic
or nonmagnetic impurity in two cases, in the continuum and on the lattice. In the continuum Dirac
model, an analytical expression for the persistent current flowing along a ring with a single delta-like
magnetic impurity is obtained after a regularization of the unbounded negative energy states. The
predicted decay of the persistent current agrees with the lattice simulations. The results have also
been generalized to finite temperatures. [9]

e The Loschmidt echo in Luttinger liquids after a spatially homogeneous and inhomogeneous inter-
actions quench: in spite of the non-equilibrium nature of the problem, the Luttinger model still
describes reasonably well the short and long time dynamics in the XXZ Heisenberg chain, studied
numerically using matrix product state based methods. [10]11]

e [nstabilities in the partially filled flat band induced by strain in graphene: the mean-field and the
Monte Carlo calculations point indicate a new magnetic state for the Hubbard model in presence
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of the pseudo magnetic field, which is locally both a ferro- and an antiferromagnet, but globally
only has the Neel order surviving. [12,[13]

e Interaction induced topological insulator: in an exact diagonalization study on a small honeycomb
lattice we found that a large next-nearest-neighbor repulsion leads to a topologically non-trivial
state, in contrast to other numerical studies, but in accord with a mean-field calculation. The
difference in the conclusion is attributed to different boundary conditions used in our study. The
result is confirmed on larger systems by using the entangled-plaquette ansatz method. [14]

Publications

[1] F. Assaad, I. Herbut, Pinning the order: the nature of quantum criticality in the Hubbard model on honeycomb lattice, Phys. Rev. X
3 (2013) 031010.

[2] M. Hohenadler, F. Parisen Toldin, I. Herbut, F. Assaad, Phase diagram of the Kane-Mele-Coulomb model, Phys. Rev. B 90, (2014)
(Editor’s suggestion) 085146.

[3] L. Janssen, I. Herbut, Antiferromagnetic critical point on graphene’s honeycomb lattice: A functional RG approach, Phys. Rev. B 89
(2014) 205403.
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Advanced Study Group 2013/2014: Co-evolution: A proving ground for non-equilibrium statstical
mechanics
(Convenor: Prof. Kevin E. Bassler)

Scientific Aims, Procedures and Products

Unlike the firm foundation laid by Boltzmann and Gibbs a century ago for equilibrium statistical me-
chanics, there are no similar overarching principles for non-equilibrium statistical mechanics (NESM).
Understanding NESM has become more urgent in the last decade or two, as the scientific community
turned to more quantitative aspects of biological and/or social systems, and at the same time, recognized
that none of these systems can exist in equilibrium. Exploring systems in this category helps us along
the path towards the ultimate goal: the establishment of fundamental principles for NESM.

Co-evolution is a term for describing a system with two or more distinct components (e.g., nodes and
links) that evolve in an inter-dependent manner. Furthermore, it can also refer to systems in which
the constituents and the dynamics (i.e., rules of evolution) can change in response to each other. This
phenomenon is ubiquitous, ranging from biological systems to global networks. The focus of our ASG
was on two classes of such NESM systems: (a) adaptive, dynamic networks and (b) competition between
many species and game strategies.

The ASG brought together experts in the two relatively disjoint areas in an effort to develop fruitful
collaborations across disciplines. Additionally, some biologists and biophysicists that are experts in evo-
lutionary biology also visited the group with the goal of broadening the scope of the work and to apply
our understanding of NESM and of co-evolution to experimental biological systems. A number of related
topics also arose during the course of the group’s activities that were pursued collaboratively by the core
group members and/or the short-term visitors.

The group interacted largely informally with frequent, often spirited discussions on the application of
NESM to a variety of topics that ranged from simple models of co-evolution that can be easily simulated
and at least partially understood analytically, to more complicated realistic studies of neural networks
and of biological evolution. We also worked to understand the current limitations in our knowledge of
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fundamental NESM and to develop some methods and tools to help address those limitations. A number
of talks were given by the members and visitors in an effort to stimulate discussion and interaction. Many
collaborative projects have emerged from the ASG. Thus far there are sixteen papers [IHI5] that have
resulted from work done at the ASG that have either been published, submitted, or are near to being
submitted. There are a number of other ongoing projects that have developed because of the group that
have not yet resulted in papers, but that are expected to do so in the near future.

Schedule and Personnel

The ASG was convened in two different periods. The first period was from April 15 to August 15, 2013,
and the second period was from September 1 to October 15, 2014. The core, long-term members of
the ASG were Charo |. Del Genio (U. Warwick, UK), Erwin Frey (LMU, Munich), Zoltan Toroczkai (U.
Notre Dame, USA), and Royce K. P. Zia (Virginia Tech, USA). The group also benefited from 17 short-
term visitors, including Ricardo Azevedo (U. Houston, USA), Tom Chou (UCLA, USA), Jia-Jia Dong
(Bucknell Univ., USA), Peter L. Erdos (Hungarian Academy of Sciences, Hungary), Thilo Gross (U.
Bristol, UK), Markus Gumbel (Mannheim University of Applied Sciences, Mannheim), Oskar Hallatschek
(MPI for Dynamics and Self-Organization, Gottingen), Gyorgy Korniss (Rensselaer Polytechnic Institute,
USA), Michael Lassig (U. Cologne, Cologne), Joachim Krug, (U. Cologne, Cologne), William Mather
(Virginia Tech, USA), Istvan Miklos (Hungarian Academy of Sciences, Hungary), Madeleine Opitz (LMU,
Munich), Richard Neher (MPI for Developmental Biology, Tiibingen), Beate Schmittmann (lowa State,
USA), Leah B. Shaw (College of William and Mary, USA), and Eve Wurtele (lowa State, USA). The
interactions with the short-term visitors was extremely valuable as it worked to substantially broaden the
scope of the group’s research, and resulted in a number of on-going collaborations.

Selected notable scientific results

We formulated a simple model for co-evolution [15]. Referred to as the ABC-XIE model, it combines two
paradigmatic models: (i) ABC, a stochastic rock-paper-scissors game of cyclic competition played by N
nodes in which every pair of nodes can interact, and (ii) XIE, with fluctuating dynamics of links between
extreme (X) “introverts” (1), who act to sever links, and “extroverts” (E), who act to establish links.
Each of these NESM models individually displays remarkable properties — “survival of the weakest” in the
former and an extraordinary mixed order transition in the later. Combining the two, we ask: Are there
further surprises when the node and link dynamics are interwoven? It is well-known that in stochastic
ABC games and in conserved Lotka-Volterra models, that extinction occurs at times of O(N). However,
by introducing a novel feature — where individuals can cut/add links to the others — through the XIE
dynamics, we find a surprising new state of the system: long living coexistence of all species. Remarkably,
much of the new non-equilibrium phenomena is captured in a simple theoretical description. However,
an intuitive understanding of this effect of co-evolution remains an open issue.

We have studied the extraordinary phase transition in the XIE model [6,[9]. In common descriptions of
phase transitions, first order transitions are characterized by discontinuous jumps in the order parameter
and normal fluctuations, while second order transitions are associated with no jumps and anomalous
fluctuations. Outside this paradigm are systems exhibiting ‘mixed order transitions' displaying a mixture
of these characteristics. When the jump is maximal and the fluctuations range over the entire range
of allowed values, the behavior has been coined an ‘extreme Thouless effect’. We have found such
a phenomenon, in the context of dynamic, social networks. Defined by minimal rules of evolution, it
describes a population of extreme introverts and extroverts, who prefer to have contacts with, respectively,
no one or everyone. From the dynamics, we derived an exact distribution of microstates in the stationary
state, and studied collective variables of interest, including the total number of I-E links and the degree
distributions.

Among the novel methods we have developed is a solution to long-standing problem in Network Science
[10]. Many real-world networks exhibit correlations between the node degrees. For instance, in social
networks nodes tend to connect to nodes of similar degree. Conversely, in biological and technological
networks, high-degree nodes tend to be linked with low-degree nodes. Degree correlations also affect the
dynamics of processes supported by a network structure, such as the spread of opinions or epidemics.
Proper modeling of these systems requires the sampling of networks with a specified set of constraints. We
have found a solution to the sampling problem when the constraints imposed are the degree correlations.
In particular, we have developed an efficient and exact algorithm to construct and sample graphs with
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a specified joint-degree matrix. A joint-degree matrix determines the number of edges between all the
sets of nodes for each degree, thus completely specifying all pairwise degree correlations. Our algorithm
always produces independent samples in polynomial time, without backtracking. Our results allow highly
accurate modeling of complex systems of wide societal interest.

We have also developed a fast spectral algorithm for community detection in complex networks [5]. It
searches for the partition with the maximum value of the modularity via the interplay of several refinement
steps that include both agglomoration and division. We have validated the accuracy of the algorithm
by applying it to several real-world benchmark networks. On all these, our algorithm performs as well
or better than any other known polynomial scheme. This allowed us to extensively study the modularity
distribution in ensembles of Erdos-Rényi networks, and to obtain accurate theoretical predictions for
means and variances inclusive of finite-size corrections. This provides a way to accurately estimate the
“effect size" of modularity, providing a z-score measure of it and enabling an informative comparison of
networks with different numbers of nodes and links.

Most species are kept distinct by incompatibilities between the genes they carry. These genetic incom-
patibilities cause hybrids between the species to have low fitness. We have proposed that combinations
of several genetic incompatibilities can collectively cause the origin of species, although they cannot do
so acting alone a mechanism we call emergent speciation [11]. Using a simple model that captures the
essence of the phenomenon, we find that emergent speciation can, indeed, occur through the combined
effects of multiple genetic incompatibilities. We have also shown that emergent speciation is a robust
mechanism that can take place in the presence of migration. We conclude that the interaction between
genetic incompatibilities may be a root cause of the origin of species.

Publications
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Advanced Study Group 2014: Optical rare events: A challenge in Laser Dynamics
(Convenor: Prof. Jason Gallas)

Scientific context

An outstanding problem attracting ever increasing interest in recent years is predicting when catastrophes,
rare events, will strike. In this context, the interest of the Advanced Study Group (ASG) was to explore
how several quantitative aspects of rare events — outgrowing the quintessential rogue waves that capsize
large ships — can be studied with lasers and other dissipative systems far from equilibrium. Classically,
turbulence arises as fluid motion spawns swirls that break into smaller and smaller swirls, leading to
vortices at all length scales. Under appropriate conditions, this superfluid turbulence resembles the one
in the classical ideal fluid and can be realized experimentally in optics, e.g. with ultra-cold bosons. Rare

1.11 Advanced Study Groups 47



events are definitely a cross-disciplinary topic burgeoning in many disciplines and subfields. Such growth
has also triggered some level of confusion between the various communities involved, which is quite
natural since the viewpoints/interests involved are sometimes very different. On the whole, scientists
concentrated on modeling and predicting their specific areas, working yet disjointly. Even though problems
can be addressed with analogous mathematical frameworks, much confusion is present within the physics
of rare events. Traditionally, rare events are described by considering the full spatio-temporal dynamics.
More recently, there were proposals of addressing them by looking just at the temporal evolution. The
ASG brought together experts from fairly distinct areas, to explore the implications of new findings in
a more holistic view, with emphasis on optical instabilities. These heterogeneous expertise contributed
and profited from the complementary of their work to pin-point common open problems and efficient
strategies to proceed. Nevertheless, there was also a clear recognition that, although some degree of
“universality” exists, much remains to be clarified.

Structure and summary of activities

The ASG Optical Rare Events: A Challenge in Laser Dynamics took place over three and a half months
beginning July 14, 2014. Its convener was Jason Gallas (Universitat Erlangen & UFPB, Brazil) and the
invited long-term members were Cristina Masoller (Universidad Politécnica de Catalunya, Spain), Marcus
W. Beims (UFPR, Brazil), Vassilios Kovanis (Virginia Polytechnic Institute and State University, USA).

The efforts and activities addressed the following topics:

1. Attempt to unify different views concerning spiking and bursting in optical media. Brain-storming to
summarize the growing literature and mentioned conflicting aspects of rare events in optical media,
e.g. pump-modulated, mode-locked, and optically injected lasers, particularly for laser diodes. Of
interest was to extract useful signatures valid across the disciplines of the experts attending.

2. Extreme events in semiconductor lasers. Recently, the study of laser systems had revealed solutions
where recurrent laser pulses of great amplitude arise apparently randomly. These phenomena were
named Optical Rogue Waves Extreme Pulses (EPs) and argued to be Extreme Events. Legitimate
or not, an effort was made to understanding the origin of large laser pulses in time-dynamics,
specially by mapping parameter intervals where such pulses should be expected. This problem is
generic for class-B laser models, e.g. CO5 lasers, systems known for their rich dynamical diversity.

3. Spiking and bursting in biochemical oscillators. Oscillations occur in a number of enzymatic systems
as a result of feedback regulation. Currently, regulation is studied assuming Michaelis-Menten
kinetics to influence the oscillatory behavior in enzyme systems, notably in models for oscillations
in the activity of phosphofructokinase (PFK) in glycolysis and of cyclin-dependent kinases in the cell
cycle. The model for the PFK reaction is based on a product-activated allosteric enzyme reaction
coupled to enzymatic degradation of the reaction product. During the ASG, it became clear that,
in fact, Michaelis-Menten kinetics has much in common with the feedback regulation proposed
originally by Lotka in 1910-1920, when suitably extended. This mathematically simpler alternative
opens interesting possibilities which are now being actively pursued.

4. Possibility to detect extreme events using cold atoms. The nonlinear Schrédinger equation de-
scribes the propagation of a light field in the paraxial approximation in presence of Kerr effect and
plays a key role in the study and design of microstructured optical fibers. In condensed matter, it
describes the flow of a superfluid — *He being the most used one experimentally — in which context
it is known as Ginzburg-Landau equation. In atomic physics, it describes the dynamics of a weakly
interacting ultracold quantum-degenerate gas of Bosons (which also presents superfluid character-
istics) — a Bose-Einstein condensate — where it is called Gross-Pitaevskii equation. Therefore, all
these domains are experimental playgrounds for the study of complex phenomena like wave con-
densation, superfluidity, Bose-Einstein condensates, quantum and classical turbulence, and so on.
Such possibilities are being considered for experiments to be done in France.

The ASG activities proceeded by focusing periods of one- to two-weeks on subjects overlapping with the
expertise of the visitors. Informal seminars and discussions were held, including the ASG participants and
Institute members. General seminars were also presented for general audience of the Institute.

A weekly activity was organized in the form of a Wednesday Forum, very informal in spirit, moderated
by an ad-hoc colleague responsible for providing introductory material and catalyzing discussions. These
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activities were quite successful and rarely did a talk last less than 2 hours due to the lively atmosphere and
the extensive questioning. In fact, discussions lasted the whole morning period and it was not uncommon
to spend the whole day on them.

Special visitor

Prof. Yoshisuke Ueda (Waseda University, Japan) was a surprising and delightful participant of the ASG.
As it is known, Prof. Ueda was a student in Chihiro Hayashi's laboratory [Kyoto University] experimenting
with analog computers when he noticed on Nov. 27, 1961 — before Lorenz's famous 1963 paper — what
Ueda called “randomly transitional phenomena”. Prof. Hayashi was not fond of his conclusions and did
not allow him to report his findings until 1970. Prof. Ueda gave a well-attended public seminar at the
Institute and actively participated in a week of discussion, having travelled from Japan solely for this
purpose. He was born December 23, 1936. The ASG is indebted to him and to Prof. Yuzuru Sato,
Hokkaido University, Sapporo, Japan, for sharing their expertise.

Extra activity

Since Prof. Riccardo Meucci could not attend the ASG as originally planned, the Convener spent the
second week of September at the /stituto Nazionale di Ottica, in Florence, ltaly. This visit allowed to
complete the papers later published as Refs. [8] and [I]. In addition, it was possible to discuss aspects
of the PhD work of Dr. Eugenio Pugliese (defended in Florence, Italy, March 2015).

Publications and unpublished documents
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2.1 AC Wien effect in spin ice, manifest in non-linear, non-equilibrium susceptibility

VOJTECH KAISER, RODERICH MOESSNER

Introduction. The non-linear response to an applied
field can be as varied as it is interesting — even for
the vacuum of QED, a strong electric field produces
electron-positron pairs via the Schwinger mechanism
[1]. More complex collective ‘vacua’ are provided by
weak electrolytes, whose conductivity enhancement
via the Wien effect also involves pair creation and un-
binding, as first analysed by Onsager [2].

Our work [3,4] addresses the Wien effect as a phe-
nomenon occurring in the class of magnetic materials
known as spin ice [5], as well as studying in detail
its AC version, also applicable to conventional elec-
trolytes. In spin ice, the emergent (and magnetic)
Coulomb charges [6] are attached to ‘Dirac strings’
carrying fluxes of the corresponding emergent gauge
field [7]. We find that this completely destroys the
steady state known from electrolytes but — remarkably
— leaves behind a frequency window in which an anal-
ogous quasi-steady state can be observed. We provide
a combined quantitative analytical-numerical study of
the time-dependent Wien effect. Our study extends the
conventional theory to include the effect of vacuum po-
larisation, such as occurs, for example in water ice, via
the Jaccard field [8,9], as well as exposing the dynami-
cal suppression of the Wien effect at high frequency.

The charge creation process of the Wien effect couples
to a non-linear susceptibility, which provides a clear
signature of the field-driven changes to internal cor-
relations. We obtain a description of the non-linear
uniform AC susceptibility of spin ice over an unprece-
dented window of frequencies, amplitudes and tem-
peratures — a rare possibility for any non-trivial mag-
net. The wide parameter range of our predictions also
underscores the role of spin ice as an electrochemical
model system, providing in particular a perfectly sym-
metric electrolyte.

The underlying mechanism of the Wien effect is the
generation by an external field of an excess — often
very sizeable — of free charge (number density ng), as
shown in Fig. [for both a lattice electrolyte and its mag-
netic equivalent, the magnetolyte. The excess magnetic
charge, in turn, amplifies the magnetic response. We
have devised an accurate kinetic model for both the
Wien effect and the magnetic response observed in sim-
ulations and we propose an experimental protocol for
detecting the AC Wien effect in Dy, Ti,O7 (DTO).

Model. We treat spin ice as a network of corner-
sharing tetrahedra of Ising magnetic moments ;1 con-
strained to point along the axis connecting the centers
of neighboring tetrahedra (at distance a). Ground state

52

configurations satisfy the ice-rules of two spins point-
ing in and two out of each tetrahedron. Monopoles
represent a violation of the ice rules corresponding to
magnetic charges Q, = £2u/a (Fig.[Th).
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Figure 1: (a) Monopoles move via spin flips and their current mag-
netizes the ice manifold; (b) The second Wien effect involves the
field enhanced dissociation of bound pairs. Non-linear response:
(c) After a field quench, the Wien effect increases the free charge
density, n¢, in an electrolyte. In a magnetolyte with the same ini-
tial density and temperature, the free monopole density increase is
only transient, counteracted by the growing magnetization m of the
system, which eventually even reduces monopole density for unre-
lated reasons (d). The increased monopole density is observable in
the faster rate of magnetization m compared to a magnetization pro-
cess at fixed density n. The response is well described by our kinetic
model. The bound charge density (ny,) is only weakly influenced.
Magnetolyte parameters are 7' = 0.45 K, ngot(0) =~ 1.1 X 1074,
n¢(0) ~ 1.0 x 10~4, and po Hp = 50 mT; electrolyte parameters are
set to obtain the same zero field density.

Wien effect and non-linear response. By analogy to
electrolytes, we expect the Wien effect to occur [5] in
DTO below ~ 1.5 K, where poQ?,/4ma > 2kgT [10].
Our first and central result is that dynamical Monte
Carlo simulations do indeed show the Wien effect in
the increase in monopole density at a time scale 7,
(Fig. Ik)! However, this is only transient because the
monopole currents magnetize the system (Fig.[Id) at a
longer time scale 7,,,, which halts the Wien effect.

Monopoles can be separated into free monopoles and
bound ‘Bjerrum’ pairs (number density ny), treated
as distinct chemical species. Combining this with
the creation of bound pairs from the ice manifold
(quasi-particle vacuum), we have a double equilib-

K(H)
rium: vacuum = bound (n,) = free (n¢) [2], which is
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shifted by the applied field, H. In dilute magnetolytes,
a universal field variable b = p2Q3 Hy/8m(kgT)? ap-
pears [2]

Ang(0)/1:(0) = [y(0) (O] F(®) =1, (1)
where F(b) = 1 + b+ O(b?). The activity coefficient v,
gives the modification of the free charge density due to
internal correlations [10]. At fields sufficiently strong to
remove the screening atmosphere v(b) — 1 [11] (‘On-
sager’s theory’); in lower fields, a crossover y(b) —
7(0) occurs to the zero-field value [3], found e.g. from
the Debye-Hiickel-Bjerrum theory.
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Figure 2: The free monopole density increase (a) due to sine driv-
ing enhances the magnetic response (b). The enhanced density leads
to an increase in the absolute value of the non-linear susceptibility;
the relative change in x g, is shown in (c) revealing additional fea-
tures in the Wien effect plateau compared to the density increase.
The amplitude dependence (d) stays close to Onsager’s theory of the
DC Wien effect (with mean modulus of the field (|Ho sin(wt)|) =
2Ho /7 and ~v(b) — 1 for poHo 2 3 T) despite the approxima-

tions made, which include rewriting eq.Eas Ax g, (w)/x0(w) @ZTm

A (n(Ho))+ /nt(0). The kinetic model (results for po Ho = 50 mT)
captures the time evolution of density and magnetization (dashed
lines in a-b); the low-frequency transition in density and suscepti-
bility (grey dashed lines in c); and the structure of the susceptibil-
ity increase. However, it does not include the high-frequency cutoff
due to pair reorientation. Magnetolyte parameters are 7' = 0.45 K,
Ntot (0) =~ 1.1 x 1074, ng(0) ~ 1.0 x 10~%.

Magnetization dynamics. Changes in magnetization
are coupled to the current density of free (mo-
bile) monopoles. Our kinetic model, detailed in
Ref. [4], relates the charge-density increase ((t) =
Ang(t)/[bng(0)/2], above the zero-field value n¢(0), to

the magnetisation, taken relative to the equilibrium
value m = M/M.q = M/(xrHo), with xr the isother-
mal susceptibility and Hy driving amplitude,

(|h(t) = m| = ) /r @)
dm/dt = (1 + b¢/2)(h(t) —m) /70 . (3)

where 7, x 1/n; and 7, « 1/x7rns is the Langevin
time. Numerical integration gives quantitative agree-
ment with our numerical data, Figs.[lland 2a—b!

d¢/dt =

Non-linear susceptibility. For a susceptibility
XH,(w) comparing Hy with the amplitude of magne-
tization at the same frequency M (w), eq. () implies

Mw)  xr XT

= = 4
H, 1 —iwrym 1= 3iwte/2 (ng) @

XHo (U.)) =

where 7y is the hopping rate. We compute x g, (w) in
our simulations and observe that this approach is re-
markably successful (Fig.2d); especially so at frequen-
cies 1/7, S w < 1/71 (Fig. k) where density fully re-
laxes as the field changes (even from zero field, as in
Fig.[Ik). Further, the effect persist beyond 1/, albeit in
a reduced form, as the related correlations relax faster
than the density.

Similarly, the response M (lw) at multiples of the base

frequency yields higher harmonics XEV (w) []. Both the
magnitude of the field response and the occurence of
higher harmonics are characteristic of the Wien effect,
as it couples a scalar (density) to the modulus of an ap-
plied vector field [13].

Conclusions. Our main proposal for experiment con-
cerns the strong amplitude dependence of a non-linear
susceptibility which serves as a novel observable for
the Wien effect.

The results are also the most detailed modeling of the
AC Wien effect in any material system. They enable
its study in an ‘electrolyte” which is perfectly symmet-
ric under the interchange of the sign of the charges,
and provide access to more delicate aspects of the sec-
ond Wien effect such as the reorientational dynamics of
bound pairs at high frequencies.
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2.2 Maximally simple magnetic quantum simulators

ANDREAS LAUCHLI, [IOANNIS ROUSOCHATZAKIS, RODERICH MOESSNER

Quantum spin liquids and other exotic magnetic states
are among the theoretically most interesting yet exper-
imentally elusive instances of collective quantum phe-
nomena, underpinning the counterintuitive emergence
of new particles from the ‘decay’ of electrons in a mag-
net [1]], such as holons and spinons which carry the
electric and magnetic properties of an electron inde-
pendently, or the new Majorana fermions involved in
topological quantum computing, protected from noise
from the + environment [2].

Some of the earliest proposals for quantum simulators
have thus aimed at generating such exotic spin physics.
The challenges facing such a programme are manifold
and formidable. Firstly, it is necessary to generate the
requisite degrees of freedom; secondly, they need to in-
habit a suitable optical lattice; thirdly, their interactions
must be nontrivial and satisfy symmetries of the target
Hamiltonian; and finally, the system in question must
be cooled to a temperature at which the target many-
body states are stable.

Here we identify a class of particularly simple spin one-
half model Hamiltonians which go along with partic-
ularly — we believe, maximally — simple experimental
settings, for which the first three challenges are all com-
fortably in the realm of current technology. Our strik-
ing underlying observation is that some of the most
interesting collective phenomena predicted for S=1/2
Heisenberg (HB) spin models are in fact not predicated
on the SU(2) symmetry of Heisenberg models at all.
Rather, they persist across a wide swathe of exchange
anisotropy parameters. In cases of interest this includes
XY models. These lend themselves to cold atomic
settings, as the S=1/2 degree of freedom can simply
be represented by the presence or absence of a parti-
cle. This requires only moderate on-site interactions to
forbid multiple occupancy which are much easier to
generate than interactions between neighbours. Given
widespread experimental availability of the bosonic
atoms 8"Rb and '#3Cs, and the fact that in our pro-
posal the spin exchange energy scale is equivalent to the
strength of the bosonic hopping matrix element — a one-
body term not involving interactions at all — the energy
scales are favourable for atomic quantum simulations.

The respective spin and bosonic Hamiltonians read

Hopin = J Y [(SFS; +5755)/2+ A S;S:] (1)
(i,5)
Hboson = JZ bTb + b bT an ng y
(1,3)

where S%, SjE S%+iS} are spin-1/2, and bT n; = b;bj
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boson operators at site j of a lattice defined by its bonds
(j). We consider antiferromagnetic spin interactions.

The anisotropy parameter A = 1 for the HB model.
Crucially, A = 0 for the XY case, which corresponds
to hardcore bosons (large U). The XY model can thus
be realised via only a simple hopping term.

'&O€O§l

T o

lﬂOMO.l

Figure 1: Valence bond crystal on the checkerboard lattice. Ground
state bond correlations are essentially identical for 36 spins for XY
(left) and HB (right).

The mapping between hardcore bosons and S=1/2 XY
models is well known. Our main contribution is to
explicitly identify and demonstrate that a number of
very interesting phenomena do in fact occur in such
XY models, including the physics of an emergent gauge
field, the realisation of resonating valence bond physics
and the appearance of quantum spin liquidity on the
kagome lattice.

Origin of XY-HB equivalence: Our basic idea can already
be gleaned from a fully connected cluster of ¢ spins,
where ¢ = 3(4) corresponds to a triangle (tetrahedron).
Up to a constant, the Hamiltonian Hgpin for the cluster
can be written in terms of its total spin, L =7 | S

Hyp = L2
Hyxy = L?>-1I2

=L(L+1) )
=L(L+1)-L? (3)

with L a (half-)integer between L,,;, = 0 (1/2) and
Lz = q/2 for g even (odd), and —L < L, < L in
integer steps.

Thus, for both HB and XY spins, in the ground state
L = L, = L. Inboth cases — indeed, for any value
of A —the energies of all states follow from their values
{L, L.}, but their order in energy may differ between
HB and XY - the equivalence only holds at low energy.

This HB-XY equivalence extends exactly to a number
of different lattices (Fig. la-c in Ref. [3]), including
the sawtooth and Majumdar-Ghosh chains as well as
the Shastry-Sutherland lattice (where the ground state
equivalence was noted when that magnet was first
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studied [4]), all of which have singlet coverings as exact
ground states.

Checkerboard Lattice: This consists of tetrahedra ar-
ranged to share corners, with tetrahedra projected onto
a plane corresponding to squares with diagonal inter-
actions. While not exactly solvable, the HB model is
known to exhibit quantum order by disorder, yielding
a plaquette valence bond crystal (pVBC). Our numerics
finds essentially identical ground-state correlations for
XY and HB in exact diagonalisation (Fig. ).

We are not yet aware of an attempt to construct this
magnet in an optical lattice. However, as the pVBC
order is robust, it lends itself ideally for a study of
non-classical order in a quantum magnet. Indeed, we
have shown that it is a promising candidate for real-
isation via an entirely different route, utilising laser-
excited Rydberg atoms [5]. These have the degree of
versatility that allows engineering the angular depen-
dence of the NN interactions necessary for distinguish-
ing between the two different species of (crossed and
uncrossed) plaquettes, and the efficient control of the
(unavoidable) longer-range interactions. It will be in-
teresting to compare these two strategies in practice.
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Figure 2: Kagome lattice: Low-lying many body energy spectrum of
a 36 site sample for HB (open symbols) and XY (solid symbols) is
identical modulo a single global shift and rescaling.

Kagome Lattice: Our most surprising case, the kagome
S=1/2 HB antiferromagnet is one paradigm of quan-
tum spin liquids. Despite intense efforts stretching
decades [6}/7], the nature of its ground state and low
lying excitations is still not settled. Thus, unlike the
previous examples, no reliable solution of the kagome
S=1/2 HB model is known, so that results from quan-
tum simulations would be most welcome.

The XY-HB equivalence is most starkly visible in the
low-energy states for a finite-size system. Compared
to the case of the clusters discussed above, where the
quantum numbers {L, L, } were used to establish a cor-
respondence between the states for XY and HB, for a
lattice system, the quantum numbers are richer. The

2.2 Maximally simple magnetic quantum simulators

states can be grouped into sectors, labelled by the ir-
reducible representations of the space group of the lat-
tice, with each sector containing an exponentially large
number of states. The spectrum for a cluster of 36 sites
is shown in Fig. @] with a simple overall rescaling of the
excitation energies for XY by a factor of 2.

We find a precise pairwise XY-HB correspondence be-
tween not only ground state but also each and every low-
energy excited state in each and every sector! The entire
low-energy spectrum is in near-perfect correspondence!

For constructing a quantum simulator, note that optical
kagome lattices have already been obtained and stud-
ied. The required sign of the hopping can be obtained
via well-understood protocols involving shaking or Ra-
man transitions. Note that it is not even necessary to
reach the ideal limit of hardcore bosons. This is true
for both checkerboard valence bond crystal [5] and the
kagome spin liquid where U/J =~ 10 ~ 20 is sufficient
to obtain a high overlap with the exact XY ground state.
This is easily met with either 8"Rb or '¥3Cs atoms [8].

With our proposed kagome quantum simulator one can
first address interesting few particle physics, such as
the dynamics of caged magnons [9] (monitored by sin-
gle site resolution), proceed to spontaneous pattern for-
mation in various magnetisation plateaux [10,11] (de-
tected using Bragg spectroscopy), and ultimately study
the nature of the spin liquid at half filling, where many
theoretical questions are still open.

More fundamentally, expansions around valence bond
coverings like the one by Rokhsar and Kivelson [12] to
describe short-range resonating valence bond physics
apply to both HB and the corresponding XY models.
One then expects gapped phases, like a topological Z»
HB spin liquid [13], to be stable as one perturbs away
from HB towards XY.

Overall, exploring frustrated S=1/2 XY models on
optical lattices has tremendous potential for advanc-
ing our understanding of, and experimental access to,
the physics of quantum spin liquids, emergent gauge
fields, and other exotic phenomena in magnetic and
topological quantum matter.
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2.3 Domain walls and detection of the chiral anomaly with photoemission in Weyl
semimetals

JAN BEHRENDS, ADOLFO G. GRUSHIN, JENS H. BARDARSON

Introduction. In a topological semimetal the con-
duction and valence bands touch in a set of iso-
lated points that are topologically protected. In a 3D
Weyl semimetal each of the touching points are the
nodal points of a non-degenerate Weyl cone and act as
monopoles of Berry flux in momentum space [3]. Since
the total Berry flux in momentum space is required to
be zero, these points come in pairs that are separated in
momentum space and have opposite monopole charge
or chirality. In order to eliminate the Weyl points, there-
fore, it is required that they be brought together and
jointly annihilated. Isolated Berry flux monopoles can-
not exist in the presence of both time reversal and in-
version symmetry, and therefore a Weyl semimetal nec-
essarily breaks one or both of these symmetries [4].

An important and direct consequence of the Weyl node
chirality is the existence of Fermi arcs [446]. In the
simplest case of a Weyl semimetal with only two Weyl
nodes that are separated in the k. direction, a quantum
Hall like surface state appears on the = and y surfaces.
This surface state has a linear dispersion and exists only
for certain values of k., the ones in between the two
Weyl nodes, which is why it is called a Fermi arc.

Coexistence of Fermi arcs with two dimensional gap-
less Dirac states. The simplest Weyl semimetal, with
only two Weyl nodes, is obtained in the case that
time reversal symmetry is broken. When such a Weyl
semimetal is interfaced with a topological insulator,
one may wonder what happens to the surface state
Dirac fermion, which stability requires time reversal
symmetry. In Ref. [1] we have shown under what con-
ditions a Fermi arc can coexist with a Dirac fermion. Es-
sentially, this can occur if the two states are obtained at
disconnected parts of the Brillouin zone and the separa-
tion of the Weyl nodes is perpendicular to the interface.
The presence of such coexisting states can in principle
be probed through the optical conductivity, which fea-
tures an anisotropic Drude-like peak obtained from the
Fermi arc, and a constant isotropic contribution from
the 2D Dirac state.

In Figure[Ilwe show an example of a numerical simula-
tion demonstrating coexisting of Fermi arcs and Dirac
fermions in a representative tight binding calculation.
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Figure 1: Band structure of a finite slab of Weyl semimetal - topolog-
ical insulator interface. In the upper row the topological insulator is
strong, in the lower, it is weak. The parameter bg shifts the two Weyl
nodes oppositely in energy. For further details we refer to Ref. [T].

Visualizing the chiral anomaly with ARPES. One of
the most unique features of Weyl semimetals, which at
low energies is described by chiral Weyl fermions [8-
[10], is the chiral anomaly. In a parallel electric and mag-
netic field it leads to a current imbalance between two
distinct species of chiral fermions [7]. Non-orthogonal
electric and magnetic fields pump left handed fermions
into right handed, or vice versa, so that the difference
of left-handed and right-handed fermions is not con-
versed, while their sum is.

Angle-resolved photoemission spectroscopy (ARPES)
has previously been overlooked as a diagnostic tool of
the chiral anomaly, probably because the required fi-
nite magnetic field may complicate the disentangling of
electron trajectories needed for angular resolution. In
Ref. [2] we address different possibilities to overcome
this complication and identified the main spectral sig-
nature of the chiral anomaly and its observable effect
on the Fermi arcs.

The expected spectral signature is illustrated in Fig.
for a Weyl semimetal film with two Weyl cones. The
band structure consists of both bulk cones and the cor-
responding surface states connecting them. Here, the
grey plane represents the surface state at the film’s top
surface, occupied up to the equilibrium chemical po-
tential. When parallel electric and magnetic fields are
applied, the chemical potential in the left cone is shifted
up to pr, corresponding to an increased number of left-
handed fermions. Analogously, the chemical potential
in the right cone is lowered to pug. At constant en-
ergy cuts within 1z and ji7, the resulting signal forms a
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note-shaped pattern. In Fig.2l(c), we support the above
statements by results of numerical calculations of such
an ARPES spectra, resembling the note-shaped pattern
discussed before.

A similarly distinct signature is expected for Dirac
semimetals since they can be seen as two copies of Weyl
semimetals. Along a similar line of argument as given
for the Weyl semimetal, we conclude that the ARPES
signal consists of two copies of the note-shaped pattern,
again supported by numerical calculations.

(a) Weyl semimetal

(b) Weyl semimetal

Cuts at constant probing energy

Naturally, these signatures can only be observed if the
experimental energy resolution is sufficient to resolve
the chemical potential difference. A main result of this
paper is that this is indeed the case for moderate field
strengths of the applied electric and magnetic fields.
Detailed estimate of numbers and possibilities to mini-
mize the influence of the external magnetic field on the
electron trajectories are given in the supplemental ma-
terial of Ref. [2].

(c) Weyl semimetal
Numerically computed ARPES signatures
E

(09
P— \\ ’I
MR/
0.01f
E =0.022v
70.01 1 L 1 1 L
i E=00170v 1/ Tinax
—0.01f* 1.0
2 } } } } }
0L E = 0.0120
~0.01p ™ : ) ) . 05
0.01f )
E——0.020v
—o.01f
1 " L ) L " L " L 0.0
04 02 00 02 0.4
k.

Figure 2: Visualization of the chiral anomaly in Weyl semimetals. (a) Two Weyl cones and one surface state at a given surface represent the
low-energy dispersion that can be resolved with ARPES. Parallel electric and magnetic fields induce a difference in the chemical potentials that
(b) gives a note-shaped pattern at constant energy cuts. (c) Numerical calculations employing a low-energy lattice model support these claims.
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2.4 Stability of Chern insulators in strongly interacting systems

ADOLFO G. GRUSHIN, JOHANNES MOTRUK, FRANK POLLMANN

Introduction. The advent of topological phases of
matter has revolutionized our understanding of con-
densed matter systems [I]. These phases are under-
stood and classified with tools borrowed from the
mathematical field of topology, unlike more familiar
phases (e.g. crystals or magnets), that are classified in
terms of symmetry breaking (e.g., space translations or
spin rotations). Added to the remarkable experimental
discoveries of new topological phases in both two and
three dimensions, these ideas have boosted a sustained
and voluminous scientific effort in the last decade that
attempts to classify them and determine when and how
they can emerge. Our work has addressed two con-
crete question regarding the emergence of topologi-
cal phases in strongly interacting systems: i) Can a
Chern insulating phase be stabilized by short range re-
pulsive interactions in a time-reversal symmetric spin-
less fermion systems on the honeycomb tight binding
model? ii) How to characterize the fractional Chern in-
sulator phase in the Haldane lattice using efficient nu-
merical methods?

Emergence and stability of the Chern insulator state.
The Chern insulator state, first identified by Hal-
dane [2] in the particular case of the honeycomb lat-
tice, is a zero field analogue of the integer quantum
Hall effect; the Hall conductivity contribution of each
band is quantized in integer units of ¢*/h and deter-
mined by a topological invariant, the Chern number.
In a proof of principle, a set of mean field studies dis-
cussed how the Chern insulator can emerge from re-
pulsive short range interactions. It was shown that
spinless fermions hopping in the half-filled honeycomb
lattice with nearest and next-to-nearest neighbor inter-
actions, V; and V5 respectively, displayed a Chern in-
sulator phase as described by Haldane. Within the
mean field paradigm it occurs in a region with V» > V;
where V; spontaneously breaks time reversal symme-
try generating complex next-to-nearest neighbor hop-
ping strengths. The important question that still re-
mained to be answered is whether the interaction in-
duced Chern state survives after the effect of quantum
fluctuations is included. Numerous numerical studies,
mainly based on exact diagonalization techniques have
provided contradictory evidence and the region where
the CI phase was originally found can be occupied
by competing symmetry breaking orders. Our work
has therefore revisited the controversies left unsolved
by previous studies using the infinite density matrix
renormalization group method (iDMRG) [3]. This vari-
ational method determines the ground state of systems
of size L, x L, where L, is in the thermodynamic limit
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and L, goes beyond what is achievable in exact di-
agonalization. Our main findings are summarized in
the phase diagram depicted in Fig.[Il We find various
charge and bond ordered phases but no indication of
the emergence of the CI phase in a large parameter re-
gion. Connected to the non-interacting limit, we obtain
a gapless semimetal phase that does not display any
charge or bond order. For high V; and low V5, a charge
density wave (CDW I) with one highly and one lowly
populated sublattice forms in order to minimize the in-
teraction costs. For high V%, a different charge pattern
to compensate for the cost of the frustrated V, inter-
actions occurs. The charge and bond pattern of this
charge modulated (CMs) phase is depicted in Fig. [II
(a) and can be explained by a semiclassical perturba-
tion theory. The bond but not charge ordered Kekulé
phase [see Fig.[1l (b)] occurs in a much smaller parame-
ter region than predicted by mean field and exact diag-
onalization studies. Finally, we find two previously un-
detected phases which we label CDW II and CDW III.
They both display a characteristic charge ordering pat-
tern [see Fig.[Il(c) and (d)] and their formation can, just
as in the CMs case, be corroborated by semiclassical
calculations.

Emergence and stability of the fractional Chern insu-
lator state A fractional Chern insulator (FCI) state is
an analogue of the fractional quantum Hall state that
does not require external magnetic fields. In our work,
we have studied how the fermionic FCI state associ-
ated to the v = 1/3 Haldane Chern insulator model
emerges using the infinite density matrix renormaliza-
tion group (iDMRG) method [4]. The hallmark of the
CI (FCI) state is the integer (fractional) quantization of
the Hall conductivity oy. The iDMRG method offers
a remarkable simplification to calculate this quantity;
simply by threading a flux ®, through the cylinder (i.e.
by twisting the boundary conditions such that the elec-
trons pick up a phase e'®» when circling once around
it) we are able to monitor the charge pumped through
an artificial (entanglement) cut through the cylinder.
In Fig. 2(a) we show the charge pumped through the
cut as a function of inserted flux for both the non-
interacting trivial and CI cases at half filling for a cylin-
der with L, = 6. The trivial insulator with C' = 0 (top
blue) has no charge pumping after one flux quantum
and thus oy = 0. On the other hand, the CI state
with C = 1 (at half-filling) shows that, after the in-
sertion of one flux quantum, there is exactly one unit
charge pumped across the boundary. Upon switching
on the V) interaction and tuning to 1/3 filling of the
lowest band we observe that the pumped charged per
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flux is exactly e/3, signaling the FCI state [see Fig.[2(c)].
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Figure 2: (a) Charge pumping after one flux insertion for a half-filled
trivial insulator on a cylinder with L, = 6 (blue upper curve) and
a CI with (lower green curve). (b) Entanglement spectrum evolution
as a function of flux for the CI. Different charge sectors Q' are color
coded. In (c) and (d) we show the charge pumping and the entangle-
ment spectrum for the 1/3 filled lower band of the Haldane model
after three flux insertions for L, = 12.

Alternatively, the charge fractionalization leaves also
an imprint on the many-body entanglement spectrum
(ES) {ea} as a function of ¥, shown in Fig. 2(b) and
(d). The spectrum returns to itself after one flux for a
Chern insulator but shifts the charge sectors by 1. For
the FCI state, the spectrum returns to itself only after
three fluxes, a consequence of the fractional nature of
the state.

An important advantage of the iDMRG method is that
it enables us to study the emergence and stability of
the FCI state under decreasing/increasing V; in the
presence of band mixing. In particular, it can ad-
dress the nature of the transition between the FCI state
and possible competing orders, an issue essential for
benchmarking future experiments. Using iDMRG we

have computed how the entanglement spectrum and
the correlation length change as a function of interac-
tion strength V;. The resulting phase diagram has two
phases; a highly entangled phase with large correla-
tion length at Vi < Vi, with zero Hall conductivity
and a gapped phase with oy = %% with small cor-
relation length at V; > Vi.. The latter phase is the FCI
state which is remarkably well converged within the
iDMRG parameters. The former phase on the other
hand strongly resembles the properties of a metallic
phase. Interestingly we find no competing intermedi-
ate phase, the presence of which could not be ruled out
a priori.

Conclusions. In our work we have addressed how
the emergence of topological phases occurs sponta-
neously from short range electron-electron interactions.
Firstly we find that the Chern insulator phase predicted
in mean field theory to emerge from short range re-
pulsive interactions is absent in the fermonic spinless
half-filled honeycomb model. Furthermore we have
predicted and characterized novel charge and bond or-
dered phases that were not captured by previous mean-
field treatments. Secondly we have investigated the
stability of the fractional Chern insulator phase in the
honeycomb lattice and addressed the direct nature of
the metal-FCI phase transition in the Haldane model
at 1/3 filling. Moreover, we have excluded the pres-
ence of competing trivial phases such as charge density
wave states that could compete with the emergence of
the FCI state.
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[2] E. D.M. Haldane, Phys. Rev. Lett. 61, 2015 (1988).
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2.5 Many-body localization in a disordered quantum Ising chain

JONAS KJALL, JENS H. BARDARSON, FRANK POLLMANN

Introduction. The Anderson insulator is an ideal in-
sulator in which all single particle states are localized
[1]. This localization is due to quantum interference
induced by elastic scattering of random impurities. It
was shown in the seminal work by Basko et. al [2] that
these ideal insulators can also survive in the presence of
weak interactions. This quickly opened up the field of
many-body localization (MBL) with many new and in-
triguing questions about its defining properties. First,
due to the lack of transport, MBL systems do not ther-
malize, that is, the eigenstate thermalization hypothe-
sis (ETH) does not hold. Second, these systems allow
for a realization of topological and quantum order at
finite energy densities by localizing the excitations that
would otherwise melt the orders. While the Anderson
insulator and MBL systems have many properties in
common, one characterizing distinction is the logarith-
mic entanglement growth after a global quench in an
MBL phase [3,4].

Disordered Ising chain. In Ref. [5], we studied the
properties of eigenstates with finite energy density in
a disordered Ising model using full exact diagonaliza-
tion. We considered particular entanglement entropy
properties that allow us to locate the transition out of
the MBL phases to a higher accuracy than had previ-
ously been possible. With this improved accuracy, we
find numerical evidence for the existence of different
MBL phase transitions and provide the first numerical
support for a many-body mobility edge. The model
Hamiltonian we studied is the transverse field quan-
tum Ising chain with disordered couplings and a next-
nearest neighbor Ising term,

L—-1 L—-2 L
H=-Y Jioioi +h Y oioi, +hY of, (1)
i=1 i=1 i=1

where ¢* and ¢* are Pauli matrices and L the num-
ber of sites in the chain. The couplings J; = J + §J;
are random and independent, with all 0.J; taken from
a uniform random distribution [—4§.J,.J]. For the nu-
merical results presented, we use the parameters J = 1
and h/2 = J; = 0.3. The Hamiltonian (I) has a
global Z; symmetry with respect to the parity opera-

tor P = [[~_, 0%, with eigenvalues +1.

Phase diagram and the MBL transition. Our main
results are summarized in Fig. [} a phase diagram as
a function of disorder strength ¢J and energy density
€ = 2(E — Emin)/(Emax — Emin). An intuitive schematic
picture of the nature of the different phases in terms
of domain walls is given at the top of the phase dia-
gram. In the high energy eigenstates studied here, the
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excitations are (gapped) domain walls between differ-
ent ferromagnetic phases. Below some critical disorder
strength 0.J., there is a thermal phase with the domain
walls extended over the whole system. In the MBL
phases, the domain walls are localized.

1 T
Thermal N N
23k y = i
= MBL ——
. T pare
.. magnetic____
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Figure 1: Phase diagram of the Ising model Eq. [ in the h/2 = Jp =
0.3 plane. The axes give the energy density above the ground state
and the disorder strength. The colored areas are guides to the eye.
The data is obtained from finite size scaling of entanglement entropy
properties and the spin-glass order parameter. Only statistical error
bars are presented. The schematic on top of the phase diagram shows
a caricature of the spatial domain wall probability distribution in the
different phases. The thermal phase is characterized by extended do-
main walls, the MBL paramagnetic phase by localized domain walls
which are created and removed in pairs (dashed), and the MBL spin-
glass by localized non-overlapping domain walls.

To determine the transition to the MBL phase, we study
various properties of the entanglement entropy in the
exact eigenstates and focus on the half-chain entan-
glement entropy S = —Try plnp of the reduced den-
sity matrix p = Trg|¢)(¢|, where the traces are over
the left and right half-chain Hilbert spaces respectively.
For each disorder realization, we find the eigenstate
|n) with energy E,, closest to a fixed energy E and
thereby obtain a disorder distribution of entanglement
entropies. In Fig. 2l we plot the mean (left inset) and
standard deviation of this distribution, at an energy
in the middle of the spectrum, as a function of disor-
der strength. In the thermal phase at weak disorder,
the mean follows a volume law approaching the value
S = (LIn2 — 1)/2 of a random state indicated by the
dashed lines.
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Figure 2: (a) Standard deviation of entanglement over the disor-

der ensemble as a function of disorder strength 6J for different sys-
tem sizes L and D independent disorder realizations, at a fixed en-
ergy density in the middle of the spectrum. The left inset shows
the mean entanglement entropy with dashed lines giving the values
S = (Lln2—1)/2and S = In2. The right inset gives the scaling
collapse of the data in the main panel. (b) Spin-glass order parameter
as function of disorder strength ¢§J for different system sizes L and
D independent disorder realization, at a fixed energy in the middle
of the energy spectrum.

With increasing disorder strength, the average entan-
glement entropy decreases and eventually saturates at
S = In2 deep in the localized phase. The reason for
this is that eigenstates become Schrodinger cat states
formed by superposition of states related by parity
symmetry — the domain walls are pinned by the strong
disorder.

The standard deviation o4 of the entanglement entropy
goes to zero in the thermodynamic limit both deep in
the thermal and localized phase, but diverges at the
transition. In the thermal phase this is consistent with
the eigenstate thermalization hypothesis that requires
the entropy to depend on energy only, while in the lo-
calized phase all states have the same In 2 entanglement
entropy. The diverging peak can be understood as fol-
lows. For a given system size, disorder amplitude §.J
and energy, near the transition d.J;, the exact value of

the entanglement S,, depends on the specific disorder
realization. At a fixed value of §.J close to the transition,
therefore, the set of states obtained from an ensemble of
disorder realizations consists of both extended and lo-
calized states giving rise to a large standard deviation
in the entanglement.

To determine the location of the phase transition, we
perform a scaling collapse, with a scaling function of
the form os(L,8J) = g(L)f[(6J — §J.)L"], where §.J,
and b are scaling parameters and g(L) = [(L—2) log2 —
1]/2 is the difference in S between the two phases. Re-
peating a similar process for other quantities as well
as for different energy densities we obtain the energy
dependence of the critical disorder strength §JMBL and
thereby the phase boundary given in Fig.[Il

The distinction between the two MBL phases, is that for
medium disorder strengths, the eigenstates have no or-
der and form a paramagnet since the domain walls lo-
calization lengths are long enough that they frequently
overlap and get created and destroyed pairwise.

A spin-glass order develops once the domain walls are
strongly localized and their number fluctuations are
small. The spin-glass order can be observed in the di-
vergence of the susceptibility

L
- z
LZn|oo|n

The data for x5 is shown in Fig.2and from the scaling
collapse we can determine the transition point.

Summary. We have explored a promising probe for
the many-body localization transition and used it to
study a disordered quantum Ising chain. The probe
is obtained from the entanglement properties of exact
eigenstates, namely its standard deviation of the entan-
glement entropy over many disorder realizations. We
have obtained clear signatures of the many-body lo-
calization transition and gave evidence for the devel-
opment of spin-glass order at large disorder strength.
Thereby, we provided a numerical estimate of the full
MBL phase diagram as a function of disorder and en-
ergy density.
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2.6 Slow electrons from short intense laser pulses

ELIAS DIESEN, QICHENG NING, KOUDAI TOYOTA, ULF SAALMANN AND JAN M ROST

Short pulses can lead to the production of slow photo
electrons for quite different reasons. We contrast here
short wavelength pulses (photons of tens of eV en-
ergy) with long wavelength pulses in the mid in-
frared regime (typical wavelength a couple of mi-
crometers). In the first case, slow electrons are due to
non-adiabatic ionization. To isolate the phenomenon
and to make it tractable with perturbation theory, we
have introduced a new theoretical concept, the en-
velope hamiltonian. In the second case laser driven
soft recollisions are responsible for peaks in the low-
energy photo electron spectrum. We demonstrate in
experiment and (analytical) theory that the position
of those peaks becomes very sensitive to the laser
pulse length for short pulses.

In XUV-short pulse ionization typically a single photon
can ionize an electron far into the continuum. Never-
theless slow electrons appear for short pulses due to
non-adiabatic dynamics. This is also the reason why a
standard first order (n = 1) perturbation theory in the
number n of photons is not sufficient and one has to
resort in general even for one electron to full numerical
solutions. Formally, e.g., in the length gauge, one needs
many (unperturbed) electron orbitals of the field free
hamiltonian H = —3V? + V to describe adequately the
AC Stark shift. Here, we introduce the envelope hamilto-
nian (atomic units are used)

1 >z .
Hene(t) = —5V° + > V() et 1)

n=—2

where the V,(7,t) are single-cycle averaged Fourier-
components of the potential V' in the Kramers-
Henneberger frame, co-moving with the electron,

T
V(7 t) = Ti / dt'V (74, a(t) cos(wt'+3)) ™ (2)
w JO

which constitutes an adiabatic Floquet representation:
We Fourier expand the optimal oscillatory time depen-
dence of the potential, keeping, however, the time-
dependence of the pulse envelope. Thereby, the “un-
perturbed” Hamiltonian Hy(t) = —1V?2 + Vy(7,t) be-
comes time-dependent and its eigen functions and en-
ergies describe correctly the AC-Stark-shifted energy
levels. The laser pulse is Gaussian of pulse length T
and peak amplitude Fy and is expressed via the quiver
amplitude of the electron and ¢ = 2In2 as

r —2¢(t)T)?
0 € — aoef%(t/Tf ) (3)

o) = TS/ (Tw)? =
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Applying now standard time-dependent perturbation
theory to Hy(t) one sees that the V,,(¢) are responsible
for n-photon transitions. On the other hand, there is
a new transition matrix element proportional to i0/0¢t,
which describes non-adiabatic transitions due to the
fast changing pulse enevelope. Such a transition is
missing if a standard (time-independent) zeroth order
hamiltonian is used. In this case, e.g., in the standard
length gauge, the non-adiabatic transitions are hidden
in the multi-photon transition matrix elements.

Yet, there seems to be a contradiction since the adia-
batic treatment requires the time scale of the pulse en-
velope to be slow compared to the other time scales of
the problem. A closer inspection reveals however, that
for our separation of time scales we only need the pulse
envelope to be slow compared to the optical frequency
w which is the case since we consider situations with
well defined photon frequency. The non-adiabaticity
refers to the electron dynamics and appears because the
pulse envelope may vary on the same time scale as the
bound orbitals.
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The agreement of results from the envelope hamilto-
nian and an accurate numerical solution for the model
system of Fig.2lmay still appear to be surprising. Even
more encouraging is the fact that we can really dis-
tinguish the non-adiabatic (n = 0, perturbation oper-
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ator 0/07, dotted in Fig. Zb) from the single photon
(n = 1, Vi(¢), red-dashed) and higher photon transi-
tions, see [1]].

Investigations to understand and explore non-
adiabatic double ionization are on the way as well as
exploiting the separation of the envelope time depen-
dence for optimal control in the XUV regime.

Soft recollisions of electrons, most easily visible in
mid-infrared laser fields [3]], are another source of slow
electrons (Fig. ). As Fig. Bl shows, the position of
the low energy peak depends sensitively on the pulse
length for short pulses and on the ponderomotive po-
tential F/(2w)? the pulse creates. The peaks are due
to electron momentum bunching [4] when the tunnel-
ionized electron returns at time t* after 1 or 3/2 optical
cycles 27 /w to the vicinity of the nucleus and suffers a
soft recollision with a gentle “kick” from the ionic po-
tential.

For the results in Fig.3lit is sufficient to consider a free
electron moving in one dimension in a time-dependent
vector potential A(t) with a Hamiltonian

A)]*/2. 4)

Hamilton’s equations produce a constant drift momen-
tum which yields the value pg = A(to) if we assume
that the velocity %(tg) = 0 (tunneling regime). Integra-
tion of #(t) = pg — A(t) in time from ¢ to the recollision
time ¢t* = ¢y + At gives

H:[pf

At
x(t*):pdAt+/ dt A(to +1). )
0

According to (B) the recollision condition z(t*) = 0 re-
quires a particular drift momentum which can be in-
terpreted as the average of the time-dependent vector
potential over At, the time it takes the electron from the
tunnel exit to the soft recollision,

1 At

r=-5 ) dt A(to +1) . 6)

We obtain an analytical expression for (6) by taking the
vector potential as the derivative of the quiver ampli-
tude with Gaussian envelope (3). Expressing the pulse
duration as the number n of optical cycles T = k27 /w
we get for the peak positions

p(k) = 2= (1B 7)
where the “+(—)” sign refers to At = 3T (I), the so
called LES (VLES). Note that for a cw (k—>oo) pulse the
LES converges to 2p., = 2F,/(3nw) while the VLES
tends to zero. The final analytical result contains laser
focus averaging and a slight redshift due to the ion po-
tential, small corrections which turn p, into a factor
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P making the result target dependent shown as solid
curves in Fig.
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Figure 2: Photoelectron spectra of Krypton for T = 12.7fs with
the peak position determined by a polynomial fit (red line) for a
frequency of w = 0.0253au (corresponding to a wavelength of
1800 nm); from [2].
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Figure 3: Low energy peak positions normalized to the peak pon-
dermotive energy U, = FZ/(2w)? as a function of laser pulse du-
ration in terms of optical cycles k = Tw/(27) for w as in Fig.
from [2]. Data is for Krypton (U, = 20eV, green and 25 eV, blue)
and Argon (31 eV, black and 55 eV, red). Circles are from experiment,
triangles are from a numerical classical calculation and lines are an-
alytical results, see text. Theoretical results are focus averaged and
shifted down by 15 % to match the experiment. The star is adopted
from [3] for Argon with U, = 35.6eV.

It certainly is astonishing that a simple analytical for-
mula can describe the experimental results. That this
has been possible on the basis of classical mechanics
in contrast to the non-adiabatic slow electron peak de-
scribed by the envelope hamiltonian underlines the dif-
ference in origin of these two low energy electron phe-
nomena, both of which depend sensitively on the du-
ration of the short ionizing light pulse.
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2.7 Proton ejection from hydrogen rich molecules exposed to strong x-ray pulses

PF. D1 CINTIO, A. CAMACHO, A. RUBISCH, U. SAALMANN AND J. M. ROST

Large molecules and clusters suffer considerable ra-
diation damage by violent ionization and Auger de-
cay when exposed to intense x-ray pulses. Here we
show that in hydrogen rich systems the consequences
of this damage, Coulomb explosion and a hot electron
plasma, are tamed by the emission of fast protons.
The emission lowers the positive charging of the sys-
tem thereby reducing Coulomb explosion and the
strength of the positiv back ground potential which
in turn can only hold less energetic plasma electrons.

Composite clusters consisting of different atomic or
molecular species can have surprising dynamical prop-
erties under intense light pulses. This has been demon-
strated for so called core-shell systems where the core-
cluster is formed by one sort of atoms and the hull by
another one. A quite spectacular effect was predicted
and experimentally verified for helium embedded rare
gas clusters which absorb near infrared photons ex-
tremely efficiently [1].

Motivated by these unexpected effects we have inves-
tigated complementary “heavy-light” composite sys-
tems where the different kinds of constituents are not
geometrically separated as in core-shell systems, but
homogeneously mixed such as in clusters consisting
of isoelectronic hydride molecules, ammonia and wa-
ter clusters, augmented by the “atomic limit” of neon
clusters. These systems contain the elements hydrogen,
carbon, nitrogen and oxygen, omnipresent in organic
molecules. A detailed understanding of their dynamics
in strong X-ray pulses provides valuable information to
understand the mechanisms of radiation damage [2].

Protonated large systems can eject fast protons upon
absorption of X-ray pulses and this proton loss pro-
vides an effective additional channel to release the ab-
sorbed energy and acquired charge as compared to sys-
tems without protons with intriguing consequences:
(i) The nano-plasma from trapped electrons is much
cooler than in pristine clusters with the same number of
heavy atoms. (ii) The proton ejection dynamics exhibits
universal features along the isoelectronic hydrides but
very different from the isoelectronic atomic cluster. (iii)
The probably most surprising effect is a dynamically
induced segregation of heavy ions and protons which
occurs in a small but experimentally relevant intensity
window around /~10'W/cm? where the heavy atoms
(C, N or O) emerge as neutrals despite substantial en-
ergy deposition by the laser pulse. This is in sharp
contrast to pristine clusters composed out of C or N
which Coulomb explode with multiply charged ions
for a comparable total charging.
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Our theoretical description relies on a mixed quantum-
classical approach. Electrons and ions are treated as
classical particles propagated according to Newton’s
equations with all Coulomb interactions included.
Photoionization and Auger decay, i.e., the quantum
electronic processes within the atoms or hydrides, are
described by the appropriate rates and consistently in-
tegrated into the time-evolution of the charged parti-
cles through a Monte Carlo realization.

Photons of a few-keV energy ionize mainly the /-shell

(1s orbitals) for the elements of the first row under con-

sideration. For the sake of simplicity, all results pre-

sented have been obtained with photo-ionizing exclu-

sively K-shell electrons.
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Figure 1: Time evolution for a molecular (solid lines) and an atomic
(dashed lines) cluster. The yellow-shaded region marks the X-ray
pulse (I=10'8W/cm?) with a duration of 10 fs (FWHM) centered at
t=0.

a) Charge inside the sphere defined by the outermost carbon ion. b)
Radii in units of the initial radii, with the proton part shown sepa-
rately (red solid line). ¢) Average kinetic energy of trapped electrons
(temperature of the trapped plasma). The reduction of carbon charg-
ing, carbon Coulomb explosion and energy of trapped electrons due
to proton ejection is marked by grey arrows.

Figure [I] illustrates the time evolution of relevant pa-
rameters for a cluster under the influence of the light
pulse (yellow filled area). The dynamics of the pris-
tine carbon cluster (dashed) and the methane cluster
(solid) is completely different: The carbon atoms get
successively charged through photo-ionization leading
to more than 90% carbon ions after 90 fs with the laser
pulse of peak intensity /=10W/cm? (Fig. [[h). The
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cluster ions create a deep binding potential from which
most Auger electrons cannot escape but form a nano-
plasma. The maximum kinetic energy of the trapped
electrons is limited by the depth of the cluster poten-
tial and the average kinetic energy (Fig. [Ik, dashed) is
indicative of the nano-plasma temperature.

The molecular cluster, however, does not follow this
scheme: While initially similarly charged as in the pris-
tine cluster, the carbon ions in the methane cluster re-
combine and are in the end almost neutral on aver-
age (Fig. [Ih, solid). At the same time the kinetic en-
ergy of the trapped electrons and hence the temper-
ature of the nano-plasma remains comparatively low
(Fig. Ik, solid). Both phenomena originate in the ejec-
tion of fast protons from the molecular cluster (see red
line in Fig.[Ib). Although the carbon K-shells are ini-
tially photo-ionized, the charge distribution of the dou-
bly charged methane after Auger decay is such that the
carbon ion is screened and the positive charge is dom-
inantly localized on two hydrogen atoms which are
likely to be ejected from the entire cluster as protons.
These protons take away the excess positive charge cre-
ated by photo-ionization which is of course not possi-
ble in the pristine carbon cluster. The remaining posi-
tive charge in the cluster is small giving rise to a weak
potential which can only trap low energy electrons.
Therefore, the temperature of the nano-plasma is by
a factor of four smaller than for the pure carbon clus-
ter after 80 fs (grey arrow); this holds also true for the
Coulomb explosion of the carbon ions (Fig.[Ib) with the
charging of the carbon ions even more dramatically re-
duced, almost by an order of magnitude (Fig. [Th).

proton ejection

kinetic energy Emax/Eot
S
I

0.1 0.3 1
absorbed photons 7,

W

Figure 2: Kinetic energy of the fastest ion Emax, 0.5 ps after the peak
of the pulse, versus the average number of photons absorbed per
atom/molecule n, = N, /N. The kinetic energies are normalized
with the total energy Etot = N,w absorbed by the cluster.

One may expect that the absolute difference in veloc-
ity of heavy and light ions gets larger with increasing
intensity and therefore higher charging of the cluster.
Figure 2] however, reveals that the ratio of the kinetic
energy for the fastest heavy ion Ey,y, relative to the
energy of all ions F., exhibits a non-monotonic be-
havior as a function of photons absorbed with a dip at
a critical number n,,. The latter depends moderately

on the species considered, as can be seen in Fig. 2] but
is otherwise a universal feature of hydride clusters in
obvious contrast to the isoelectronic neon cluster. The
dip in the curves of Fig.[2 for the hydrides clusters in-
dicates a dynamical segregation of protons and heavy
ions.

As a consequence of the segregation we expect a much
lower charging of heavy ions as compared to the pris-
tine cluster. This is indeed the case as can be seen in
Fig.Bl For low intensities most carbon atoms remain
neutral in the pristine as well as in the hydride cluster.
This changes drastically for intermediate intensities of
about 101¥W /cm?2, where the fraction of neutral carbon
atoms surviving the light pulse illumination is small in
the pristine cluster. In the hydride cluster, one the other
hand, about 80% neutral heavy atoms result from re-
combination with the cold electrons after proton segre-
gation in the surface layer which has been fully charged
due to due to efficient field ionization. For higher in-
tensities, we expect the proton segregation to cease (see
Fig.[) and as a consequence similar charge spectra for
the pristine and the hydride cluster. This is indeed true
with respect to a vanishing yield of neutral atoms. The
form of the charge distribution is still somewhat differ-
ent.

We have identified the effect of proton ejection also in
large molecules such as lysozyme. If and how this car-
ries over to nanocrystals of proteins is subject of ongo-
ing studies.
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charge state ¢

Figure 3: Charge-state distribution for carbon ions C?% from
(CHy)es9 and Cesg for various intensities I indicated in the respec-
tive panel.

What clearly emerges from Fig.[2lis the sensitivity of the
proton segregation and consequently the charge distri-
bution of the heavy ions on the intensity. All experi-
mental spectra are integrated over intensity due to un-
avoidable laser focus averaging. Figure[Bldemonstrates
that significantly lower charging of the carbon ions re-
mains a signature for proton segregation even under
laser focus averaging and occurs only for peak intensi-
ties where proton segregation is operative.

[1] A. Midkaberize, U. Saalmann, and J. M. Rost, Phys. Rev. Lett.
102, 128102 (2009); S. R. Krishnan et al., Phys. Rev. Lett. 107,
173402 (2011).

[2] P-E. di Cintio, U. Saalmann, and J. M. Rost Phys. Rev. Lett.
11, 123401 (2013).
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2.8 Hierarchy of stochastic pure states for open quantum system dynamics

D. SuESss, G. RITSCHEL, W. T. STRUNZ, A. EISFELD

The treatment of the dynamics of realistic open quan-
tum systems still poses both conceptual and compu-
tational challenges. These arise from non-Markovian
behavior due to a structured environment or strong
system-environment interactions. Severe assumptions,
like weak-coupling or Markov approximation, are of-
ten made for practical reasons. However, they fail
for many systems of interest. Non-Markovian sys-
tems are far more challenging and usually one tries to
tackle them with path integral approaches or hierarchi-
cal equations of motion for the system’s reduced density
matrix.

We follow a different strategy and derive a hierarchy of
stochastic differential equations for pure states in the
system Hilbert space (quantum trajectories). From this
hierarchy of pure states (HOPS) the exact reduced density
operator is obtained as an ensemble average [1]. Quan-
tum trajectories are well established in the Markov
case, where single realizations describe continuously
measured open quantum systems or serve as models
for spontaneous wave function collapse. The general-
ization to the non-Markovian regime proves challeng-
ing and is an active field of research.
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Figure 1: Coupling of excitonic and nuclear degrees of freedom plays
an important role in many chemical and biological processes. For
example the efficient exciation energy transfer in photosynthesis de-
pends strongly on the coupling of electronic transition of the (bacte-
rio)chlorophyll molecules to internal vibrations and that of the sur-
rounding protein. Top, left: the Fenna-Matthews-Olsen complex of
green sulfur bacteria with sketch of the protein scaffold and the bac-
teriochlorophyls (BChl). Top, right: the spectral density of a single
BChl, when one takes as system part its ground and excited elec-
tronic state. Bottom: Transfer of electronic excitation energy. Dotted
line, HOPS first order; dashed line, HOPS second order. For com-
parison also the result of a high order HEOM calculation (Ref. [3]) is
shown as solid line.
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The Open Quantum System: Let us consider a system lin-
early coupled to a bath of harmonic oscillators. The
Hamiltonian is a sum

Htot:H®1+1®HB+Hint (1)

of the system Hamiltonian H, the bath Hamiltonian
Hg =), w Aa:r\a » and the interaction Hamiltonian

Hine = Y (3L @ al, + 2L’ ® ay). @)
A

Here, L is an operator in the system’s Hilbert space and
al. the creation operator of bath mode A. The interac-
tion strength between system and that mode is quanti-
fied by the complex number g,. Let us emphasize that
the form of Eq. (2) does not imply a rotating wave ap-
proximation. In many important cases one has in fact
L = L. Tt is convenient to encode the frequency de-
pendence of the interaction strength by the so called
spectral density J(w) =3, | 9;|*6(w — w;). The latter is
related to the bath correlation function «(7) by

a(r) = /Ooodw J(w) (coth (%) cos(wt) —1 sin(wr)) 3)

where T is the temperature. In Fig.[[lwe show an ex-
ample of the type of spectral density we are interested
in. Note the spiky structure that leads to complicated
non-Markovian behavior.

Non-Markovian Quantum State Diffusion: For now let us
consider initial conditions |¥,) = |¢)o) ® |0), where |0)
is the vacuum state for all a) in the bath Hilbert space
(zero temperature). We are interested only in the dy-
namics in the system Hilbert space and in particular
the reduced density matrix obtained by tracing over the
bath degrees of freedom. Using a coherent state repre-
sentation of the bath degrees of freedom, the reduced
density matrix can be obtained from an ensemble av-
erage over trajectories of (non-normalized) pure states
[1¢(2*)) in the system Hilbert space via

pe=E{[vu(z7)) (Whe (7)1}, @)

where z = 2 is a complex Gaussian stochastic process
with mean E[z;] = 0 and correlations E[zz,] = 0 and
E[z(t)z*(s)] = a(t—s). The time evolution of the states
[ (2*)) is determined [2] by

oYy

*
0z}

t
Optpy = —1HYy + Lzithy — Lt / dsa(t —s) 5)
0

with initial conditions ¢1—¢ = .

While Eq. @) with (5) determine the reduced density
operator exactly, in general it is unclear how to solve
Eq. (B) due to the functional derivative 3%

-
oz
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Hierarchy of pure states (HOPS): First Eq. (B) is written as

Bty = —iH, + Lzitpy — LTV, 6)

with the auxiliary pure state z/Jt(l) = fot dsa(t — s) g’fj .
We now construct a hierarchy of equations by first con-

sidering the time derivative of wt(l). In order to illus-
trate the derivation of the hierarchy of equations most
clearly, we consider a bath-correlation function of the
form

a(r) = g exp[~wr] (1 > 0) )
with w = v +if). The derivation can easily be extended
to sums of such exponentials, which are well suited to
approximately describe a large class of spectral densi-
ties and also finite temperature [4]. For such an expo-
nential correlation function one obtains

A

dup) = (—iH —w + Lzf) vV + a(0) Ly

with ") = [y dsa(t — s)ég*w(k Y. By considering

the time-derivatives of ’(/Jt one gets coupled stochastic
equations for an infinite hierarchy of pure states

Btz/zt(k) = (—iH — kw + Lz]) ¢, (k)
+ ka(0) Ly — LipFh), ®)

with wii)o = 1o and wi@o = 0 for £ > 0. Solving the

infinite system Eq. (8) is equivalent to solving Eq. (B),
(k=0)

with ¢, = 1,

Truncation: In order to transform Eq. (8) into a practi-
cal scheme, we truncate the hierarchy at some suitable
(K+1)

~
~

K large enough We found that in particular 1,

TLwt is a good “terminator”. We remark that the
use of this particular terminator is not essential.

Non-linear evolution equation: For fundamental issues
related to continuous measurement or spontaneous
collapse, a theory for normalized pure states is much
preferred. Moreover, the Monte-Carlo determination
of the density operator according to Eq. @) converges
much faster if the contributions of individual realiza-
tions ¢;(z*) are of the same order of magnitude (im-
portance sampling). Remarkably, it is possible, using a
Grisanov transformation, to obtain a normalizable hi-
erarchy of evolution equations (which are now non-
linear). In Fig. 2| this superior numerical behavior of
the non-linear equation is demonstrated for the case of
the spin-boson model.

1.0

05 N\«.
0.0t

0 10 20 30 40 0 10 20 30
A A

Figure 2: Dynamics of the spin-boson model. (A) Non-linear equa-
tion, (B) linear equation. In both cases A = 1, ¢ = 0 and the param-
eters of the spectral density are given by g = 2 and w = 0.5 + 2i.
The blue, green, and red lines represent 100, 1000, and 10000 realiza-
tions, respectively. The order of the hierarchy is = 8. The inset in
A shows the convergence (for 10000 realizations) with respect to the
order of the hierarchy. Dotted, dashed, and solid line are orders one,
two and four respectively.

Finite temperature: The case T'>0 can be mapped to the
zero temperature case using the thermofield method [5].
Remarkably, a system with self-adjoint coupling oper-
ator (i.e. L = LT) admits a description in terms of the
non-Markovian quantum state diffusion equation ()
where now the stochastic process has correlations ac-
cording to Eq. (3), which we expand as a sum of expo-

nentials [4[7].

Applications: As an application of our formalism we
considered excitation energy transfer and absorption
of molecular aggregates, like the light-harvesting pig-
ment protein complex shown in Fig. [l In this figure
(bottom) we also show the calculated transfer dynam-
ics along this complex for different orders of HOPS and
compare to the results of Ref. [3]. A detailed analy-
sis [6] revealed that the numerical effort of HOPS is
much superior compared to density matrix approaches
as e.g. that of Ref. [3]. Furthermore, we could show that
for the calculation of linear optical spectra one single
deterministic trajectory is sufficient [5].

Outlook: Currently we are working on the extension of
the method to time dependent Hamiltonians with the
aim to treat the interaction of molecules with electro-
magnetic femtosecond pulses, which then will allow us
to calculate multidimensional spectroscopy signals us-
ing stochastic wavefunctions in a similar spirit as [8]
but for complex, structured environments.

[1] D. Suess, A. Eisfeld, W. T. Strunz; Phys. Rev. Lett. 113 (2014)
150403.

[2] L.Diési, N. Gisin, W. T. Strunz; Phys. Rev. A 58 (1998) 1699.
[3] A.Ishizaki, G. R. Fleming; J. Chem. Phys. 130 (2009) 234111
[4] G. Ritschel, A. Eisfeld; ]. Chem. Phys. 141 (2014) 094101.

[5] G. Ritschel, D. Suess, S. Mobius, W. T. Strunz, A. Eisfeld;
J. Chem. Phys 142 (2015) 034115.

[6] D.Suess, W. T. Strunz, A. Eisfeld; J. Stat. Phys. 159 (2015) 1408.

[7] D. W. Schonleber, A. Croy, A. Eisfeld; Phys. Rev. A 91 (2015)
052108.

[8] J. Albert, M. Falge, M. Kess, ].G. Wehner, P-P. Zhang, A. Eisfeld,
and V. Engel; J. Chem. Phys. 142 (2015) 212440.
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2.9 Quantum transport simulations using Rydberg atoms

DAVID W. SCHONLEBER, MICHAEL GENKIN, SEBASTIAN WUSTER, ALEXANDER EISFELD

Excitation transport through dipole-dipole interactions
plays a prominent role in diverse physical settings,
including photosynthesis, exciton transport through
quantum-dot arrays, and molecular aggregates. Of cru-
cial importance is the competition between the funda-
mentally coherent transport mechanism and the cou-
pling to the environment. Often, clean studies of ex-
citation transport are impeded by, for example, the
large number of degrees of freedom in these systems,
strongly coupled vibrational modes and the unknown
geometry. Ultracold atoms prepared in highly-excited
Rydberg states exhibit similar dipolar state-changing
interactions, but are considerably simpler to study be-
cause of their relative ease to control using lasers.

Here, we show that an array of ultracold Rydberg
atoms embedded in a laser driven background gas can
serve as an artificial molecular aggregate for simulat-
ing exciton dynamics and energy transport with a con-
trolled environment. Spatial disorder and decoherence
introduced by the interaction with the background gas
atoms can be controlled by the laser parameters. The
degree of decoherence is traced back to information
gained on the excitation location by the background
gas acting as a probe, which provides an experimen-
tally accessible model system for studying the effects
of quantum measurement on the dynamics of a many-
body quantum system.

® o |_d_| background atom
®e Rc,p L Rc,s ° ® o |]> —

S o ° .‘7 [ ] ‘ .‘

9 ° ° ° Q.
[ ]
Rydberg aggregate |€> =

p) 0

w

|s) - o o | |9

Figure 1: Sketch of an embedded Rydberg aggregate. An assembly
of several Rydberg impurities in a state |s) (large blue) and one in a
state |p) (large orange) are linearly arranged with spacing d in back-
ground atomic gas (shades of green). These background atoms are
then addressed with an EIT scheme (right), providing detection sig-
nals within radii R, s/, around each impurity.

Scheme and model: Consider a chain of N Rydberg atoms
with mean spacing d forming the aggregate sketched
in Fig. [l Such an arrangement can be created e.g.
by exciting Rydberg states from a trapped ultracold
atomic gas using tightly focused laser beams. To study
transport, initially, N — 1 atoms are prepared in the
state |s) = |vs) with principal quantum number v and
angular-momentum [ = 0, while a single atom is ex-
cited to the state |[p) = |vp), with angular-momentum

68

I = 1. This |p) excitation can then migrate through
the aggregate via resonant dipole-dipole interactions.
In addition, the aggregate is immersed in a gas of M
atoms initially prepared in the electronic ground-state
|g). These atoms are coupled by two laser fields from
|g) via a short lived intermediate state |e¢) (spontaneous
decay rate I',) to a third Rydberg level, |r) = |v's).

This system is governed by the many-body Lindblad
master equation for the density matrix p (h = 1)

p=—ill. 5+ L [0 (1)

The Hamiltonian consists of three parts: H = ﬁagg +

Hgrr + Hing describing the evolution of the aggre-
gate, the background gas of three-level atoms, and
the Rydberg-Rydberg interactions. The super-operator
L} [p] describes spontaneous decay of the background

atom «a from level |e), thus L [p] = 0pOt — (O10p +
p0O?0)/2 and the decay operators are L, = \/ﬁ&f]‘;),
with 5(%) = [|k)(k'|]» acting on atom « only.

The aggregate atoms are labeled by Latin indices such

as n and m. Restricted to the Hilbert space with a single
excitation we can write

Hagg = Y Wamd)650 = > Wam|ma) (Tl (2)

n#m n#m

where |m,,) = |ss..p..ss) (all impurity atoms in |s) ex-
cept the n’th, which is in |p)) and W, = C3/|rs, — 7 >.
Here Cj is the dipole-dipole interaction strength and r,,
are the positions of the aggregate atoms.

The Hamiltonian for the background gas in the rotating
wave approximation reads Hgrr = 3., [(©,/26% +
Q./2 &l 4 H.c.) - A,,&ég) —(Ap+ AC)&,(,?)] , where Q,,
and A, . are the probe and coupling Rabi frequencies
and detunings, respectively. Typically 2, < €. and

A, + A. = 0 which corresponds to conditions of elec-
tromagnetically induced transparency (EIT).

Background gas atoms interact among themselves and
with the aggregate through van-der-Waals (vdW) in-
teractions, which, for simplicity, are assumed to be
isotropic. To use the background gas as a probe for the
state of the aggregate it is necessary that the interac-
tions are state dependent. Choosing the states |s) =
|43s), |[p) = |43p), and |r) = |38s) in 8"Rb, we obtain
Var) = Co rsf|ra—7nl® and Vi = C /|10 —ral*, re-
spectively, with V('?) >> V(") due to a nearly resonant
process, 43p + 38s <> 41d + 38p. Among each other, the

background atoms interact via VOE;T) = Cppr/|Ta —75/°.

Excitation detection: On resonance (A, = A. = 0),
the steady state of a background gas atom has no

Selection of Research Results



population in the intermediate state |e). Hence, no
light is scattered by absorption and re-emission by
this state, thus rendering the background gas trans-
parent for the probe beam described by €, (EIT ef-
fect). However, close to the aggregate, interactions

VP 5 Q2/(2T,) shift the energy level of the Ry-
dberg |r) state of the background atom, breaking the
resonance condition and thereby destroying the trans-
parency. This creates an absorption shadow around
each aggregate atom. Owing to the state-dependent in-
teractions, the size of the absorption shadow around
an aggregate atom depends on its state, sketched by
blue (orange) circles in Fig.[Il The location of the p-
excitation can be inferred from the different shadow
sizes corresponding to R.s = (2Cs,sI',/Q2)'/6 and
Rep = (2C4,,T,/Q3)14, for s and p states, respec-
tively. We demonstrate this with simulations of the full
master equation for an aggregate with V = 3 probed by
two randomly distributed pairs of background atoms.
Taking the difference in optical response between an
aggregate with a p excitation present and the corre-
sponding aggregate without p excitation, we obtain an
absorption signal which is due to the exciton dynamics
only. The color-coded absorption signal displayed in
Fig.[2shows that the absorption of the background gas
is directly linked to the probability distribution of the
exciton population p,, (green lines).

ot

Time [us]

20 30 40

Figure 2: Link between absorption signature and excitation trans-
port. We show the difference in optical response between dynamic
and empty aggregate during transport. Green lines indicate the lo-
cation of aggregate atoms 7, and their thickness the population py,.

Measurement induced decoherence: The degree of deco-
herence present in this system is intimately linked to
the action of the background gas acting as a real-time
probe of the aggregate. That is, gaining information on
the exciton location induces decoherence on the exci-
ton dynamics. Consider the setup of Fig. B(a). Here,
the background atoms are placed in the vicinity (dis-
tance 9) of the aggregate atoms, such that transparency
of the probe beam is destroyed irrespective of the state

2.9 Quantum transport simulations using Rydberg atoms

of the aggregate atom. Hence, no information can be
gained on the exciton location, and the exciton dynam-
ics proceeds coherently. Increasing the distance ¢ be-
tween the background gas atoms and the aggregate
atoms [Fig. B(b)], a background atom absorbs only if
the adjacent aggregate atom is in the p state, thereby
allowing inference of the exciton location. The corre-
sponding exciton dynamics suffers strong decoherence
as the background gas constantly measures and thus
decoheres the exciton dynamics.

a [ NI .
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Figure 3: Exciton transport in a continuously monitored embedded
Rydberg aggregate. Geometries are shown in the top panels. (a) Site
occupations p, for n = 1,2, 3 (solid red, dashed blue, dot-dashed
black) in a non-decohering case, 2, = 1.3 MHz, Q. = 30 MHz,
d = 19um, § ~ 0.6um. (b) The same for a strongly decohering case
with § = 1.5um.

Conclusions: We have demonstrated that Rydberg
atoms can be used as quantum simulators to study ex-
citonic transport. For large exciton numbers, such in-
vestigations would be quite demanding using numer-
ical simulations. Decoherence of the aggregate arises
through continuous monitoring of the location of the
excitation, providing a hands-on example of measure-
ment induced decoherence of a quantum state [1]. Ad-
ditionally, the interactions between the aggregate and
the background gas can be exploited to introduce dis-
order.

Further applications of this system could be moni-
toring and decoherence of adiabatic excitation trans-
port involving motional degrees of freedom of Rydberg
atoms, as investigated in further publications of this re-
search area [2-5].

[1] D. W. Schonleber, A. Eisfeld, M. Genkin, S. Whitlock, S. Wiister,
Phys. Rev. Lett. 114 123005 (2015).

[2] H. Zoubi, A. Eisfeld, S. Wiister, Phys. Rev. A 89 053426 (2014).

[3] M. Genkin, S. Wiister, S. Mobius, A. Eisfeld, ].-M. Rost, J. Phys. B
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210 Strong optical nonlinearities from weak particle interactions in a cavity

ROBERT JOHNE, THOMAS POHL

Introduction The realization of strong interactions
between single light quanta is a long-standing goal of
great importance for scientific and technological appli-
cations [[1]. Since photons propagate freely in vacuum,
such optical nonlinearities can only be mediated via in-
teractions with matter. Single quantum systems, such
as (artificial) atoms, can provide a highly nonlinear re-
sponse owing to their discrete anharmonic level struc-
ture and the associated saturation of light absorption.
However, turning this feature into few-photon interac-
tions requires very strong light-matter coupling that is
typically achieved by strong confinement of light, for
example in optical cavities [2/13].

Without strong mode confinement, efficient mapping
of photons onto matter excitations is still possible
in large ensembles due to the collectively enhanced
coupling of light to many identical quantum sys-
tems. While the presence of many particles diminishes
the intrinsic nonlinearity of a single scatterer, strong
state-dependent interactions between the material con-
stituents can provide additional optical nonlinearities
[4]. Utilising the exaggerated properties of high-lying
Rydberg state excitations in cold atomic gases, the great
potential of such particle-particle interactions for few-
photon operations [5] has been demonstrated in a num-
ber of recent experiments [6].

Here, we describe an approach to controllable few-
photon nonlinearities that combines strong light-
matter coupling and long-range particle interactions
based on cold ion crystals in optical cavities. Laser-
cooled ions rank amongst the most advanced platforms
for quantum simulation [7] tasks, where state-selective
optical forces are used to induce state-dependent inter-
actions [89] mediated by collective phonon modes of
the crystal. While the achievable interactions are or-
ders of magnitude smaller than the aforementioned Ry-
dberg atom interactions, they can still provide a power-
ful resource for quantum nonlinear optics, as we show
below.

The setting We consider a crystalline arrangement of
N ions embedded in an optical cavity, as illustrated
in Fig[Th. Each ion possesses a A-type level structure
composed of three internal states, |a), |b) and |c) (see
Figllb). The |b) — |c) transition is driven by a classical
control laser with Rabi frequency 2. while the transi-
tion between |a) and |c) couples near resonantly to the
cavity with a coupling strength g; for each ion. The cav-
ity and control-field frequencies are chosen such that
one obtains a resonant two-photon transition between
the two stable ground states |a) and |b) and a corre-
sponding single-photon detuning A from the excited
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Figure 1: (a) A linear ion chain in a cavity; (b) Relevant level struc-
ture of the ions and (c) anharmonic energy spectrum of the spin states
induced by the spin-spin interaction.

state |c). Within the rotating wave approximation and
after adiabatically eliminating the excited state in the
limit of large A, the Hamiltonian of the ion-cavity in-
teraction can be written as

giMA() & 5
Z Ta’a+A
Zgz

i=1
a' +h.c)+ Qi (a+
where the operator a' creates a cavity photon and the
(i)

operators 6,5 = |);(3| denotes the ionic transition and
projection operators.

+al), (1)

Losses are described by associated Lindblad operators
Lalp) = (24pAt — At Ap— pAt A) for the density matrix
p of the ion-cavity system. Accounting for all relevant
loss processes the total Lindblad operator can be writ-
ten as

Llp] = kL,+ Z |:’ybaLoéi? + %bLaogﬂ - @)
3

The rates V.5 = Yerg% /A% and Yoo = 7ea2?/A? describe
incoherent transitions between states |a) and |b) due to
spontaneous decay of the excited state |c) with 7., and
~eb to the ground states |a) and |b), respectively. Both of
these transitions can be strongly suppressed by choos-
ing a large single-photon detuning A. The first term
accounts for photon losses with a cavity decay rate .

We define the ground state of the system |0) as the state,
where all ions are in |a). A long-range Ising interac-

tion J = Jy / N with an effective spin-spin Hamiltonian

s = J Zz> aéb)a}%) , leads to an anharmonic ladder

of Dicke states |n) with frequencies

—1
Wy, = NWap + %J, 3)

as illustrated in Fig[Tk.
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Figure 2: Interaction blockade: (a) Spin excitation probabilities P;
during the storage process with J = 0 and x/g = 1/3. The in-
set shows the counter intuitive pulse sequence. (b) Spin excitation
probabilities with J/g = 0.01 and x/g = 1/3. (c) Blockade fidelity
Fp versus spin-spin interaction constant J for various cavity loss
rates k/g = {2/3,1/3,1/6} (red, black, blue) and a pulse length
Tg = 65 (d)Storage fidelity for various input pulse Rabi frequencies
Qin /2 ={0.05,0.1,0.3, 1} (light blue, green, black, blue) versus the
cooperativity C. The other parameters are A = 10g and Q = g.

Single-photon generation In order to map the probe
light onto ionic spin wave excitations, we consider a
pulse sequence as shown in Figlh. By numerically
solving the Master equation we obtain the probabilities
P;(t) to find n ions in state |b).

Without spin-spin interaction (J = 0) an input pulse
containing more than one photon flips more than one
spin in the ion chain (N=3) as shown in Fig[Zh. The sit-
uation changes by including the spin-spin interaction:
using the same pulse sequence, only a single ion can
be flipped Figlb and all higher excitations are blocked
due to the anharmonic ladder of excited states. Thus,
the ion-ion interaction induces a single photon non-
linearity with collectively enhanced light-matter cou-
pling.

The quality of the nonlinear response can be charac-
terised by a blockade fidelity depending on the prob-

abilities including the spin-spin interaction P and
without (P,({]zo)) defined as

P
Fp—1 - 2t (4)

Y P
Fy is shown verus J and for various loss rates in Fig2k.
Remarkably above a certain critical interaction strength
J the blockade is not affected by the cavity loss in
striking difference to the typical photon blockade based
on a Jaynes-Cummings nonlinearity, where the anhar-
monicity needs to exceed the cavity loss rate. This is

even more surprising since in the present case the in-
teraction J is the smallest energy scale in the system,
orders of magnitude below «, g, {;,, and Q. For typical
experimental parameters, a small J of a few hundred
kH  is sufficient for a full blockade.

The efficient mapping of a single photon out of a coher-
ent pulse into the atomic ensemble is the second figure
of merit for the proposed system. The storage fidelity is
defined as Fg = P; after the pulse sequence assuming
that the blockade fidelity is equal to one. The obtained
numerically optimized storage fidelities versus the co-
operativity C' = ]Y{—f, where g = 1/N " g, for various
input pulse intensities are shown in Figl2d. For all in-
put intensities the storage fidelity improves for increas-
ing cooperativity. However, the maximum storage fi-
delity for large cooperativies saturates at different val-
ues related to the mean photon number of the incom-
ing pulse. While F saturates below one for strongly
attenuated input pulses, for large mean photon num-
bers the maximum storage fidelity approaches unity. In
addition, the storage fidelity can be improved by plac-
ing many ions in the cavity due to the collectively en-
hanced light-matter coupling.

Summary and Conclusions We demonstrated that
the synthetic spin interactions between laser-dressed
ions can be used to control light on the single-photon
level, despite being far smaller than typical light-matter
coupling strengths and the photon-loss rate of the cav-
ity. This permits enhanced light-matter coupling by
working with ionic ensembles, while maintaining high
optical nonlinearities mediated by ionic interactions.
The proposed setting opens the door to a range of ap-
plications from nonclassical light generation to pho-
tonic quantum logic, and appears feasible with current
experimental technology [10]
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CALLUM MURRAY, THOMAS POHL

Introduction Rooted in our elementary understand-
ing of light lies the notion that photons in vacuum do
not interact with one another. Nevertheless, the impli-
cations that such interactions would have for both fun-
damental and applied science would be profound, and
have ushered a new era of research into nonlinear op-
tics at the ultimate quantum level, over the past years.
It has recently emerged that the coherent coupling of
photons to strongly interacting atomic Rydberg states
provides high promise in this regard, with the central
idea being to mediate photon interactions via the long
ranged interactions between the matter constituents.
Here we present a new approach to synthetic photon
interactions which, in contrast to current strategies, en-
ables high-fidelity photon processing, from dispersive
quantum phase gates to dissipative all-optical transis-
tors.

The basic idea The light matter coupling is based on
so-called electromagnetically transparency (EIT) [1]]. It
emerges from a resonant two-photon coupling between
two stable atomic states of a dense gas, and permits
near lossless light propagation and complete coherent
mapping between photons and matter excitations. The
simplest protocol for realizing photonic interactions is
achieved by first performing such a mapping to pre-
pare a delocalised collective Rydberg excitation [2], af-
ter which a secondary gate photon is made to propa-
gate through it. The stored spinwave then establishes
a volume of influence in which the strong interactions
preclude any further Rydberg excitation, effectively ex-
posing a local two level medium for the propagating
photon [3]. For an off-resonant single photon coupling,
the stored spinwave then predominantly imprints a
dispersive phase shift on the gate photon, whilst in the
resonant regime it causes strong absorption. The use-
fulness of both effects for photon processing depends
on the optical depth, O Dy, of the interaction volume.

In the off-resonant regime a high-fidelity gate opera-
tion typically requires such large values of OD, (FigD)
that are difficult to achieve in experiments and lead to
additional decoherence effects [4]. On the other hand,
the interaction-induced absorption in the resonant case
can find use as an all-optical transistor in which a sin-
gle control photon can extinguish a large number of
gate photons [3,5], as demonstrated in recent experi-
ments [4,16)7]. Yet, its utility for performing quantum
operations is limited. While a true quantum transistor
entangles the state of the spinwave with that of the out-
put field, dissipative interactions cause projective mea-
surements of the spinwave state and, thus, yield a clas-
sical photon switch. Moreover, the scattered light pro-

72

vides spatial information on the stored spinwave [5],
resulting in strong decoherence that prevents its subse-
quent read-out.

A new approach to Rydberg quantum optics The
root of these problems lies in the fact that the optical
nonlinearities in this conventional setting are reliant on
the breaking of EIT conditions, which is inevitably ac-
companied by dissipation, ill-suited to coherent quan-
tum processing. To address this shortcoming, we con-
sider a new approach towards photonic quantum logic
based on the interaction-induced reflection of light.
Our scheme leverages on the modification of EIT con-
ditions, rather than breaking them, to a yield a highly
coherent optical nonlinearity.
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Figure 1: (a) Photon routing is achieved by reflecting photons off of a
stored Rydberg spinwave stored in a cold atomic gas. Panel (c) shows
the level scheme of the ensemble atoms for vanishing Rydberg inter-
actions, and (b) shows how this is modified within the interaction
volume of a stored spinwave due to strong van der Waals interac-
tions between the propagating Rydberg state S and the stored Ryd-
berg excitation. Describing this system in the Heisenberg picture, P
are polarisation coherences, D and S are ground state and Rydberg
spinwave coherences respectively and Q2 and Qg are classical fields
coupling these various modes.

The underlying idea is to enable the coherent backscat-
tering of a photon in the mode £1, into a reverse prop-
agating mode £/ conditionally on the presence of a
stored Rydberg spinwave. The schematic of this set-
ting, along with the proposed level structure, is shown
in Fig. [l The two quantum light fields couple the
atomic ground state to two low-lying states, whose
collective excitations in the gas are described by the
Bosonic operators PH and ]5%. These in turn are cou-
pled by a classical field (2) to another hyperfine ground
state (ﬁ), forming a double-A system shown in Fig. [Ib.
Finally P,_ is coupled to a high-lying Rydberg state (S),
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such that the effectiveness of this coupling can be mod-
ified by the strong van der Waals interaction of S with
the spinwave.

1.
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Figure 2: The fidelity of reflection (solid line) as compared to the fi-
delity of a dispersive m—phase gate based on conventional Rydberg
EIT (dashed line) as a function of the optical depth of the medium
per blockade radius.

Rydberg spinwave absent — In the absence of a stored
spinwave, photons propagate through the medium
unimpeded. The mechanism behind this transmission
can be understood in terms of the following simple ar-
gument. Under strong driving of the Rydberg transi-
tion (FigZk), the two-level subsystem formed by S and
P, splits into a doublet of light shifted states. As it
transpires, the counter-propagating fields £, and &,
then exactly decouple as a direct manifestation of de-
structive interference between excitation pathways in-
volving the two light shifted states. Consequently, the
photon mode &1, forms a dark state polariton ¥, in-
volving D that is transmitted through the medium with
high fidelity.

Rydberg spinwave present — In the presence of the stored
spin wave its interaction with S suppresses this effect,
leading to the coherent generation of photons in the
mode £f . Importantly, the proposed coupling scheme
still promotes a dark state polariton U, now involving
Daswellas €., and £, . Most crucially though, the mo-
tion of this polariton is governed by a quadratic disper-
sion, akin to that of a stationary massive particle. This
lack of linear dispersion prevents photons from travers-
ing the interaction region, and ultimately results in
their coherent backscattering via the intermediate for-
mation of the stationary mode U,. This setting, hence,
realizes an effective repulsive interaction between the

spinwave and incoming photons, and thereby permits
routing of multi-photon states with very low loss.

By avoiding the immediate processing of photons
within the medium (either dispersively or dissipa-
tively), the developed single-photon router forms a
universal building block for photonic quantum logic.
The fidelity of such operations is ultimately given by
the efficiency of reflection. As shown in Fig]ﬂ its per-
formance significantly supersedes that of the disper-
sive phase gate described above.

Moreover, the coherent nature of the conditional reflec-
tion has a much more favourable back-action on the
state of the stored spinwave (Fig3), as the effect of
scattering-induced decoherence is strongly suppressed.
It can, therefore, function as an all-optical quantum
transistor in an experimentally attainable parameter
regime.
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Figure 3: (a) Initial density matrix of a stored spinwave with a Gaus-
sian spatial profile. Following the coherent reflection of a single pho-
ton, the final state of the spinwave remains largely unchanged, as
shown by the final density matrix in b). This contrasts with the ef-
fect of dissipative nonlinearities associated with conventional Ryd-
berg EIT that result in strong decoherence of the spinwave, as shown
in (c).

Conclusion and outlook In conclusion, we have de-
vised a new approach to quantum optical nonlineari-
ties in strongly interacting Rydberg gases that is based
on the interaction-induced reflection of light to serve as
a universal building block for all-optical quantum in-
formation processing. While we have focussed here on
the simple situation of a single spinwave and a single
photon, the implications of the discovered mechanism
extend beyond that of quantum computing. For exam-
ple, the resulting repulsive photon-shield may lead to
strong coherent two-photon scattering and suggests in-
teresting many-body physics of photons to be explored
in the future.
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Characterization of attosecond pulses by inner-shell hole dynamics

JHIH-AN YOU, JAN MARCUS DAHLSTROM, NINA ROHRINGER

The development of attosecond light sources allows for
pump-probe measurements of correlated electron dy-
namics, such as hole dynamics and autoionization pro-
cesses, in atoms, molecules and solids. To provide an
accurate time-zero in these experiments and to com-
pletely characterize the pulses in the time domain are
long-standing challenges in attosecond physics. The
streak-camera method [1,2] is a powerful tool for char-
acterization of isolated XUV attosecond pulses by ana-
lyzing photoelectrons by a phase-locked IR laser field.
However, in this kind of scheme based on above-
threshold ionization (ATI), the IR field coupling with
the ionic potential induces some additional phase shifts
(giving rise to a response or delay of “time zero” in a
pump-probe measurement), imprinted on the photo-
electron spectrum, that affect the accuracy of the at-
tosecond pulse characterization [3H5]. In the small ki-
netic energy region of wavepackets, this response time
can be considerable, reaching hundreds of attoseconds.
To overcome this obstacle, we investigate an alternative
method which we refer to as STRIDER (Stimulation of
Transitions in the Remaining Ion for Detuned Electron
Release) [6].

In STRIDER, we spectrally shear the photoelectrons us-
ing two coherent XUV fields that stimulate hole dy-
namics in the residual ion, following photoionization
with the XUV attosecond pulse, as shown in Fig. [I]
(@). The pump pulse E,(t) is broadband with central
frequency w; and unknown spectral phase ¢;(w) (or
group delay d¢; /dw):

1 ~ .
Bit) = 5= [delBa)iel @@

The goal of the STRIDER method is to reconstruct the
unknown spectral phase of the attosecond pulse. The
probe fields

Ey3(w) = | Eo| expliga3]6(w — way3) (2)

with frequencies w3 are symmetrically red and blue
detuned by déw from the hole transition in order to
introduce spectral shearing of the photoelectrons to
lower and higher kinetic energies, respectively. Due to
the interference of the two pathways brought by two
probe fields, shown in Fig.[Il (a), the signal of the pho-
toelectron spectra with an inner shell hole modulates
with the relative phase between two probe pulses. It
is important to note that we consider photoelectron
spectra from particular ionic channels and assume that
the state of the ion is measured in coincidence with
the photoelectron. Our theoretical calculations are per-
formed within 1D time-dependent configuration inter-
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action singles (TDCIS) for the wavepacket propaga-
tion [7] and the time-dependent surface flux (t-SURFF)
method for calculating the photoelectron spectra [8].
Here, we take the long lived 2s-2p transition of neon
atom (26.9 eV) as an example. Fig.[ll (b) and (c) show
the photoelectron spectra with outer (2p) and inner
(2s) hole in the residual ion. The two narrow peaks
(2,3) in Fig. [Tl (b) are due to the absorption of the pair
of probe fields with photon energy wy/3 = 26.9 £ 1
eV by the outer-valence electron and the broad peaks
(1,1’) are due to the absorption of the XUV attosecond
pulse with central energy w; = 68 eV. Other peaks
(2,3,5+,5—,P% P? P3) are due to high-order interac-
tions. In the following analysis, we only focus on the
peak (S+), that originates from the pathway of pho-
toionization from the 2p orbital by the XUV attosecond
pulse, followed by absorption of a probe photon that
induces a transfer of the hole to the 2s orbital.

(a) (S+)

wihoe ' T (b

2p photoionization

w0t (e}

107 ¢ 19

2s photoionization
=
o

(P¥)

0.0 13.6 27.2 40.8 55.4
Photoelectron energy (eV)

Figure 1: Overview of STRIDER scheme: (a) Photon diagram for:
(1) Replica of attosecond pulse from outer valence, a = 2p; and (S+)
spectrally sheared replicas by stimulated hole transitions leading to
a hole in the inner valence, b = 2s. (b) Outer-valence photoelectron
spectrum. (c) Inner-valence photoelectron spectrum.

The photoelectron spectra with an inner shell (2s) hole
in the residual ion as a function of the kinetic energy
and the relative phase ¢23 = ¢2 — ¢3 of the probe
pulses is shown in Fig. [2 for (a) a Fourier limited
pulse, ¢1(w) = 0; (b, c) a quadratic phase dependence
$1(w) = a(w — w)? with a = 10 and 100; and (d)
a cubic phase dependence ¢;(w) = [(w — w1)® with
B = 100. To reveal the probe-phase dependent mod-
ulation, the spectra are normalized along the vertical
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axis by their maximal value (Fig. [2] (e)-(h)). The evo-
lution of the maximum for at a given kinetic energy is
represented by a dashed line and follows the equation
$o3 = 20wrCP(w) + constant. The group delay 75P
can therefore be directly extracted by fitting the dashed
line by the equation. We get the retrieved parameters
a = 0.01, 9.95, 99.4 and 5 = 99.1, in excellent agree-
ment with the actual values.

Relative probe phase, ¢, =¢;—¢, [rad]
chRNwaUO N

Extracted group delay [fs]

%0 45 50 40 45 50 40 50

Kinetic energy of electron from inner state (b=2s) [eV]

Figure 2: Delay-dependent modulations of the (S+) peak. (a)-(d)
normalized photoelectron peak [see (S+) in Fig.[l(d)] as a function of
the phase difference between probe fields for (a) unchirped pulse; (b,
¢) increasing linear chirp; and (d) quadratic chirp. (e)-(h) same as (a)-
(d) but with normalization along the vertical axis to reveal the mod-
ulation over delay at each kinetic energy. The dashed white curve
shows the sub-femtosecond group delay of the pump pulse with ex-
tracted (actual) phase parameters o = 0.01(0), 9.95(10), 99.4(100)
and 8 = 99.1(100).

To assess the accuracy of the STRIDER method for real
3D systems, we estimate the response time by lowest-
order many-body perturbation theory in 3D [5,9]. If
the model is restricted to stimulated hole transition,
as shown in Fig. [l (c), the response time is indepen-
dent on the kinetic energy shown by the dashed line
in Fig.[3l (a). However, when the ATI processes shown
in Fig.[Bl(d) are included, the response time exhibits a
linear drift on both final partial waves shown by circles
and diamonds, respectively. The detection of an elec-
tron with momentum along the laser polarization axis
exhibits a linear drift of 0.634 as/eV (black line). The
short response time is explained by the low ATI yield,
which is 2-3 orders of magnitude smaller than that of
stimulates hole transition as shown in Fig. 8] (b).
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Figure 3: Attosecond response time of STRIDER for neon atoms:
(a) Response time for photoelectron ejection along the polarization of
the XUV field (black curve) from neon atoms calculated using lowest-
order perturbation theory. The response time on the partial d and s
waves are shown for comparison by diamonds and circles, respec-
tively. (b) Yield (squared two-photon matrix elements) for stimulated
hole transitions (red and blue) and ATI process (grey), where d and
s waves are labeled by diamonds and circles, respectively. (c) Pho-
ton diagram for stimulated hole transition, 2p — 2s, after ejection
of outer electron, 2p — ks/d. (d) Photon diagram for ATI process
from the inner state, 2s — k’p — ks/d. The probe field detuning is
ow = 1leV.

In conclusion, we propose a new all XUV probe
scheme — STRIDER - for characterization of attosecond
pulses based on induced hole dynamics by two weak
XUV phase-controlled, narrow-band probe fields. The
method could find application at intense table-top
XUV systems and new seeded x-ray free-electron lasers
sources, to accurately determine the spectral phases of
attosecond pulses. Compared to other methods, the
reconstruction algorithm is straightforward. The re-
sponse time of the scheme is small but needs correction
for ATI contributions, if high accuracy of the spectral
phase is requested. The proposed method can be ex-
tended to attosecond pulse trains. In this case, the de-
manding requirement of coincidence detection can be
lifted which renders the method more experimentally
feasible.
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High-brightness EUV laser in Xenon pumped by a soft x-ray free-electron laser

LAURENT MERCADIER, CLEMENS WENINGER, WEN-TE LIAO, NINA ROHRINGER [1]]

Introduction X-ray free-electron lasers (XFELs) are
the first short-wavelength x-ray sources that allow the
study of nonlinear light-matter interaction in the x-ray
spectral domain [2], with prospects of transferring co-
herent nonlinear optical pump-probe spectroscopy to
shorter wavelengths. Stimulated x-ray emission and
stimulated x-ray Raman scattering are the fundamental
building blocks of these nonlinear pump-probe tech-
niques and our group could successfully demonstrate
these processes in Neon [3/4] at an emission wave-
length of 1.5 nm. A recent effort of our group is to ex-
tend stimulated emission processes to both shorter [5]
and longer wavelengths, to explore the full spectrum
of current day XFEL sources. Here, we report on am-
plified spontaneous extreme ultra-violet (EUV) emis-
sion following optical inner-shell pumping of Xenon
gas with high-intensity femtosecond (fs) pulses of the
FLASH free-electron laser in Hamburg.

Xenon, with a giant resonant-like structure of the pho-
toionization cross-section of its 4d electronic shell at
around 93 eV photon energy, was among the first tar-
gets on the quest for nonlinear x-ray matter interaction.
At FLASH, this lead to the production of charge states
up to 217" [6] by nonlinear sequential multiple ioniza-
tion. Consequently, the FEL interaction leads to sat-
urable absorption (bleaching) of transitions in neutral
and highly charged Xenon ions and a rapidly-evolving
plasma far from thermodynamical equilibrium. Here,
we address the role of radiative decay of such a highly-
excited and transient plasma.

Short-wavelength amplified spontaneous emission at
108.9 nm wavelength in Xenon following inner-shell
ionization was first demonstrated in 1986 [7]. In
that experiment, a plasma-based broad-band soft x-ray
source of nanosecond duration was used to ionize the
4d shell in Xenon. The 4d hole decays by the Auger
effect, resulting in different two-hole configurations in
the n=>5 shell of Xe**. The different final ionic channels
result in a population inversion within the n=5 shell,
that leads to lasing at a transition of 108.9 nm. The
situation with presently available high-intensity FEL
sources of fs duration is quite different. The high pho-
ton fluxes and consequently ionization rates of the 4d
shell result in a sizable population inversion of 4d ver-
sus 5p electronic shell. Therefore, is it possible to am-
plify spontaneous emission on this transition, knowing
that it only lives transiently on a fs timescale due to
subsequent Auger decay? Can the original lasing emis-
sion in Xe?T at 108.9 nm be quenched by subsequent
photoionization of the 4d shell of Xe?*? Or conversely,
can this quenching lead to ultrashort pulses at 108.0 nm
by ionization gating? Can lasing lines be observed in
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higher charge states?

Experimental results In our experiment, 100-fs
pulses of the FLASH FEL were focused into a 3 mm
long gas cell filled with Xenon at pressures ranging
from 5 to 100 mbar. We chose two different photon en-
ergies for ionizing the Xenon target: 72.5 eV, i.e. just
above the 4d ionization threshold of Xenon and below
the 4d ionization threshold of Xe?*, and 92 eV, around
the peak of the giant 4d resonance, allowing for sequen-
tial multi-ionization up to high charge states in Xe. A
high-resolution spectrometer (A\/AX ~ 10%) was set-up
in forward propagation direction of the FEL beam to
observe both the transmitted FEL spectrum and the cre-
ated line-radiation on a single-shot basis.
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Figure 1: Single shot and averaged spectra obtained with 80 uJ pulse
of 72.5 eV photon energy. We can observe the SASE in 4th diffraction
order and two lasing transitions of Xenon.

For both FEL photon-energy choices, we identified 3
lasing emission lines of transitions within the n=5 shell
of Xenon: at (65.35 £ 0.1) nm, at (68.29 = 0.1) nm and
at (108.9 + 1.4) nm. The first two lines could be si-
multaneously observed on the detector for a fixed grat-
ing position (see Fig. [I)), which significantly improved
the wavelength determination: although their absolute
wavelengths have £0.1 nm accuracy, the wavelengths
difference is known within 0.05 nm, according to the
accuracy of our calibration. Coincidentally, for an FEL
photon energy of 72.5 eV, the line observed at 68.29 nm
superimposes with the 4 diffraction order of the SASE
FEL emission. Figlllshows a single-shot spectrum and
an average of the two emission lines along with the FEL
spectrum. Despite our good spectrometer resolution,
identifying the transition of the 65.35 and 68.29 nm line
emission is difficult. We infer the charge states from the
following considerations. The observation of the same
three lines at different pump-photon energies is strik-
ing. At 72 eV, the production of charge states beyond
Xe?* is quenched by 4d inner-shell ionization [8], while
highly charged ions are expected at 92 eV. This means
that the observed emission lines of 65.35 and 68.29 nm
most probably result from a single photo-ionization of
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the 4d shell in Xenon. Due to correlation effects (shake-
off, shake-up, double-Auger decay) ionization of the 4d
shell can results in charge states larger than Xe**. We
therefore restrict our transition level identification to
charge states below Xe®*, which however still results in
a large number of possible transitions listed in the NIST
database [9] between 65.2 and 68.4 nm. Constraining
the wavelength difference between the two transitions
to the observed (2.95+0.05) nm further limits the choice
of transitions(Table [2).

Configurations
Species A (nm) Lower level Upper level
Xe3t 65.3695  5s25p% 2D /2 5525p%(3P)6s 1P 5
Xe?t 68.2563  5s25p* 3Py 5s25p3(2D*)5d 3P}
Xett 68.2573  5s25p2 3Py 5525p(2P*)5d 3F
Xe2t 68.2926 5525pt 1Dy 5s5p° 1P}
Xe*t 654765  5s°5p® *D} , 5s5pt 2P3 /o
Xe2t+ 682926  5s25pt 1Dy 5s5p° 1P}
Xe3+t 68.3180  5s25p® 2D} /2 5525p2(3P)5d 4Py 2
Xedt 68.3866 5525p2 3Py 5s5p3 35%
Xe2t+ 108.8954  5s25p3(2D*)5d 1Py 5pS 1Sy

Table 1: Best candidates for spectral lines from NIST database that
have wavelengths within the error of measurement. Each line at 65
nm can be matched with three lines at 68 nm.

Exponential amplification of the three emission lines
was demonstrated by measuring the emission signal as
a function of the incoming FEL energy, as can be seen
in Fig. 2l for the line-emission at 65.35 nm. Varying the
incoming FEI pulse-energy by a factor of three results
in an increase of the emission signal by more than 4
orders of magnitude. Saturation of the lasing signal is
clearly observed in both photon energy cases, with an
onset occuring at around 55 pJ for 72.5 eV and 30 pJ
for 92 eV photon energy. We did not observe any vari-
ation of the emission line width of the emission lines
as a function of pressure or pulse energy. The band-
width of the transitions are only a few meV, limited
by the resolution of our spectrometer setup, suggest-
ing that the corresponding radiative lifetimes are much
longer than the FEL pulse duration. The lower limit
of the lifetime for the 65.35 nm and 68.29 nm emission
is 350 fs, and 750 fs for the 108.9 nm emission. Unlike
in the case of the inner-shell photoionization laser in
Neon [3]], the stimulated emission in Xenon is not due
to a transient population inversion in the photoionized
plasma, but happens long after the passage of the FEL
pulse through the target. It is therefore a last relaxation
step, following cascades of photoionization and Auger-
decay.

%)

§ 10’ 107 |(b) \_ ]
210°
o 5
%510

[

o 10

o]

£ 10°

2. L E

10°6—10 20 30 20 50% 0 10
Energy (uJ)

20 30 40 50
Energy (u.J)

Figure 2: Intensity as a function of FEL incoming energy for the 65.35
nm lasing line with a) 72.5 eV and b) 92 eV photon energy

Conclusions Multiple-ionization following exposure
of Xenon gas with tightly focused FEL pulses of ~100
fs duration tuned above the 4d-ionization threshold in
Xenon results in amplified spontaneous emission. De-
spite the high intensity, lasing emanates from relatively
low charge states <Xe** that are long-lived, created
by one-photon ionization of the 4d shell and subse-
quent Auger-cascades. lonization quenching of the las-
ing emission that would result in a line-broadening of
the emission lines was not observed, suggesting that
multiple-ionization of the Xenon target cannot be main-
tained over the whole length of the dense Xenon target.
Due to the relatively small transition dipole moments,
transient lasing between the 5p and 4d shell in Xe* is
not observed, despite the large transient population in-
version created in the target. In an upcoming experi-
ment, collective radiative emission of Xenon clusters at
solid densities will be studied, with a realm of poten-
tially new effects and emission features.

[1] This work was performed in collaboration with: Max Planck
Institut fiir Kernphysik: S. Bernitt, M. Blessenohl, H. Bekker,
S. Dobrodey, J. R. Crespo Lopez-Urrutia, Deutsches Elektronen-
SYnchrotron: C. Bomme, B. Erk, Z. Yin, D. Rolles, Imperial College
London: A. Sanchez-Gonzalez, Kassel Univ.: P. Schmidt, A. Knie,
A. Ehresmann, Kansas State Univ.: A. Rudenko

[2] N.Rohringer, Physik Journal 14 (5) (2015) 31. Nichtlineare Optik
mit Rontgenlicht

[3] N. Rohringer et al., Nature 481 (2012) 488.
[4] C. Weninger et al., Phys. Rev. Lett. 111 (2013) 233902.

[5] U.Bergman, V. Yachandra, N. Rohringer et al., Stimulated X-ray
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sen and J. B. West, ]. Phys. B 34 (2001) 2009.

[9] Kramida, A., Ralchenko, Yu., Reader, J. and NIST ASD Team
(2014). NIST Atomic Spectra Database (version 5.2).
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2.13 Autocatalytic droplets: A theory of centrosome assembly

DAVID ZWICKER, ANTHONY A. HYMAN, FRANK JULICHER

Centrosomes organize cell division Centrosomes are
spherical protein assemblies in cells that are essential
for cell division [1]. During cell division, a mitotic
spindle forms, which segregates the duplicated chro-
mosomes into the two daughter cells. The spindle is
organized with the help of two centrosomes located at
the spindle poles. A centrosome consist of centrioles
which nucleate the assembly of a surrounding amor-
phous pericentriolar material (PCM). While the struc-
ture of centrioles has been long known [2], little is
known about the structure and dynamics of the PCM.

We propose that the centrosome is a liquid-like droplet
that assembles in an autocatalytic process. Our the-
oretical study of centrosome dynamics is based on
a combination of phase separation physics and non-
equilibrium chemical reactions. The basic idea is that
the centrosome is formed by material that is initially
dissolved in the cytoplasm as form A that can be con-
verted to droplet material B, see Fig. [ We study
centrosome nucleation and growth in comparison with
quantitative experiments.
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Figure 1: (A) Representation of a centrosome consisting of centri-
oles (blue) surrounded by a dense phase (orange) of droplet material
(PCM). (B) Chemical transitions between soluble building blocks A
and droplet material B control the droplet formation. (C) Schematic
free energy density (blue line) as a function of the volume fraction ¢%
of the droplet material. The Maxwell construction (green) determines
the equilibrium volume fractions ¢Z and ¢, respectively inside and

outside the interface with surface tension v and curvature R~ 1.
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Physical description of centrosomes as active droplets
Phase separation of the droplet material B from the
cytoplasm leads to droplets bounded by sharp inter-
faces. We use an effective droplet description, where
the interface is characterized by concentration jumps.
The concentrations that coexist inside and outside of
the interface follow from the local thermodynamics by
a Maxwell construction, see Fig. [[IC. This condition is
equivalent to the condition of equal chemical poten-
tials inside and outside the droplet interface. Further-
more, the pressure difference across the interface obeys
a Laplace law.

We have shown that the chemical conversion between
droplet material B and soluble building blocks A is de-
scribed by the chemical reactions [3]

A+B%oB 1)
J: RLENY @)

The reaction () describes the autocatalytic production
of droplet material, while the first-order reaction () ac-
counts for the turnover of droplet material to soluble
building blocks. The autocatalytic reaction implies that
droplets grow in an autocatalytic process and promote
their own growth. Such autocatalytic droplets need
a preexisting droplet to grow and spontaneous nucle-
ation is thus strongly suppressed. In the case of cen-
trosomes, this nucleator is the centriole. In order to nu-
cleate centrosomes, the centrioles possess an enzymatic
activity to catalyze the reaction A — B on their surface.
We call this property centriole activity. Centrosome nu-
cleation is therefore a chemical droplet nucleation pro-
cess.

We introduce the volume fractions ¢ and ¢ of cen-
trosome material in forms A and B, respectively. In-
side and outside of a droplet, they obey the reaction-
diffusion equations

O = DaV29? — k¢ dP + kpao® (3a)
09" = DpV2¢P + k¢ ¢® — kpa¢® ., (3b)

where D4 and Dpg are the diffusivities of the com-
ponents A and B. The chemical reactions given in
Egs. (I-@) are captured by the reaction terms. The dif-
fusive flux j® = —DpV¢P of droplet material drives
droplet growth. The dynamics of the droplet radius R
can be described by
B B
Stk @
dt o ik
where ¢ and ¢¥ denote the volume fractions at the in-
terface inside and outside of the droplet and jZ and ;%
are the associated diffusion fluxes.
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Figure 2: Behavior of two autocatalytic droplets as a function of their
radii R; and Rz normalized by the interface width w. The black
arrows indicate the temporal evolution of the radii. The blue and or-
ange lines are the nullclines, which indicate where the growth rate
of droplets 1 and 2 vanish, respectively. Their intersections are stable
(discs) or unstable fixed points (open circles). (A) Ostwald ripening
for passive centrioles (Q = 0). (B) Suppression of Ostwald ripening
for active centrioles (sufficiently large Q).

Centrosomes are thus chemically active droplets that
are governed by a combination of the physics of phase
separation, diffusion, and chemical reactions.

Active nucleation Centrosomes are nucleated by the
catalytic activity of the centrioles, which leads to a
small initial amount of droplet material on their sur-
face. This catalytic activity must be strong enough to
overcome the destabilizing effects of surface tension.
Similar to classical droplets, chemically active droplets
only grow if they exceed a critical size. In addition,
the autocatalytic nature of growth further suppresses
spontaneous nucleation. Using chemically active cen-
trioles, the cell can therefore precisely control the num-
ber of formed centrosomes and suppress the nucleation
of further droplets.

Autocatalytic growth After nucleation, centrosome
growth is dominated by the autocatalytic reaction.
Larger droplets thus accumulate more material per unit
time and grow faster. Growth continuous until the sur-
rounding cytosol is depleted of building blocks. The
droplet eventually reaches a stationary state in which
the production of droplet material is balanced by the
back-conversion to soluble building blocks. This ex-
plains the sigmoidal growth curves that have been ob-
served in experiments [4].

Suppression of Ostwald ripening Classical droplets
undergo Ostwald ripening, which implies that two
droplets of equal size are unstable and one grows at
the expense of the other. We have shown that chemical
reactions can suppress Ostwald ripening and that two
active droplets of equal size can be stable [5]. Fig. 2
shows the dynamics of two autocatalytic droplets.

T T

— @ =0.1ums
= 15F — @ =0.0027 um?/s
=
g 1
i
T
& 05}

0 1 1 1
—400 —200 0 200
Time [s]

Figure 3: Centrosome radius in the theory (lines) compared to ex-
perimental data (dots) from a perturbation experiment with unequal
centrioles. In the theory, we account for this by an unequal catalytic
activity Q1 and Q2 at the centrioles.

In the absence of a catalytic core, two equal-sized
droplets are unstable (A). However, this state is stable
for sufficiently strong catalytic activity (B). Because of
this suppression of Ostwald ripening two centrosomes
of equal size can be stable in a cell.

Test of the theory by experiments Our theory ac-
counts for the observed sigmoidal growth curve of cen-
trosomes and the observation that centrosome volume
scales with cell volume. Perturbation experiments in
which centrosome number or cell size are altered can
also be explained by our theory. A particularly interest-
ing experiment is a perturbation where the centrioles of
the two centrosomes are unequal. In this case, growth
curves differ and the two centrosomes have very dif-
ferent sizes. We can account for this particular growth
process in our theory by introducing different centriole
activities for the two centrosomes, see Fig.[3l In this
case, two centrosomes of different size can coexist in a
stationary state.

Conclusions We propose a theory of centrosomes,
which can account for their nucleation, growth kinet-
ics, and steady states. Centrosomes are chemically ac-
tive droplets that are nucleated by catalytically active
centrioles. Their size is determined by the amount of
building blocks provided by the cell and therefore the
total volume of all centrosomes in a cell scales with
cell volume. Our theory provides an example for the
spatial organization of cells by phase separation. Cen-
trosomes are membrane-less organelles that organize
chemical reactions in space. There is a growing num-
ber of such liquid-like organelles currently being iden-
tified, which may be examples of active droplets gov-
erned by similar principles.

[1] M. Bornens, Science 335 422 (2012).
[2] P. Goénczy, Nat Rev Mol Cell Biol 13 425 (2012) .

[3] D. Zwicker, M. Decker, S. Jaensch, A. A. Hyman, E. Jiilicher,
Proc. Natl. Acad. Sci. USA 111 E2636 (2014).

[4] M. Decker, S. Jaensch, A. Pozniakovsky, A. Zinke,
K. E O’Connell, W. Zachariae, E. Myers, A. A. Hyman,
Curr. Biol. 21 1259 (2011).

[5] D.Zwicker, A. A. Hyman, F. Jiilicher, in preparation.
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214 Wave physics in vertebrate segmentation

DAVID J. JORG, FRANK JULICHER

waves of
gene expression

Figure 1: Precursors of vertebrate segments in a developing fish em-
bryo [2]. New segments form sequentially from genetic waves gen-
erated in the unsegmented tissue (presomitic mesoderm). A. Bright-
field microscopy image showing the embryo in a lateral view, clearly
displaying the segmented body plan. B. The same embryo as in (A)
in a fluorescent channel highlighting in a snapshot the wave pattern
of oscillating gene expression. C. Waves are characterized by the one-
dimensional intensity profile along a curved coordinate axis.

Vertebrate segmentation. In all vertebrate animals,
including humans, the segmentation of the body plan
proceeds during embryonic development in a process
called somitogenesis [1]]. During somitogenesis, the elon-
gating body axis segments rhythmically and sequen-
tially into somites, the precursors of vertebrae and ribs.
Failure of proper segmentation, caused for instance by
mutations, can give rise to birth defects such as congen-
ital scoliosis. Somites are formed in characteristic time
intervals from an unsegmented progenitor tissue, the
presomitic mesoderm (Fig.[I). Segmentation is controlled
by a pattern forming system based on coupled cellu-
lar oscillations in gene product concentrations. Coordi-
nated oscillations across the segmenting tissue gener-
ate waves that travel from the posterior tip to the ante-
rior end (Fig.[2). These wave patterns have been shown
to occur in various vertebrates such as zebrafish, chick,
mouse, frog, and snake [I]]. Segment formation occurs
upon arrival of a wave at the anterior end of the oscil-
lating tissue, with one formed segment corresponding
to each completed oscillation cycle at the anterior end.
Segmentation is a highly dynamic process: in parallel
with segment formation, the body axis elongates while
at the same time the oscillating tissue shortens as cells
leave the presomitic mesoderm at the anterior end to
form somites.
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Figure 2: Schematic depiction of a zebrafish embryo during somito-
genesis exhibiting wave patterns of gene expresssion (blue), together
with the spatial profiles of intrinsic frequencies (red) and cell flow
velocities (green).

Our ultimate aim is to understand the process of verte-
brate segmentation from the single-cell level to the col-
lective behavior of the multicellular system that con-
stitutes the tissue-level patterning system. The ques-
tion we address here is which principles determine the
time intervals between the formation of successive seg-
ments. In close collaboration with the group of Andrew
C. Oates, we have shown that this period of segmenta-
tion results from the collective behavior of many oscil-
lating cells and is determined by wave dynamics in a
dynamic background.

Segmentation as a patterning process. We quantified
the spatiotemporal oscillation patterns in a transgenic
zebrafish line, in which the oscillating gene Herl was
fluorescently tagged (Fig.[IB). We used a wavelet trans-
form to determine the spatiotemporal phase ¢(z,t).
This clearly revealed the motion of waves through the
tissue and enabled quantitative analysis of the wave

patterns [2] (Fig.BA).

Continuum theory of oscillatory wave patterns. To
understand the dynamics of these wave patterns and
the physics underlying the segmentation rate, we de-
veloped a minimal continuum theory of vertebrate seg-
mentation based on coupled phase oscillators in a dy-
namic medium that takes into account local growth and
shortening of the oscillating tissue. Oscillations are de-
scribed by their local phase ¢(z, t). The dynamic equa-
tion for ¢ is given by [3H5]

0u6+ 00,6 = w + 0% M
Here, w(z) is a spatial profile of intrinsic frequencies of

the oscillators, v(z) is the cell velocity, and ¢ is the cou-
pling strength.
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Figure 3: Wave patterns of gene expression. A. Experimentally de-
termined average phase patterns in zebrafish embryos. Modified
from Ref. [2]. B. Theoretical phase patterns obtained as a solution
to Eq. @ [5].

We consider a spatial profile of intrinsic frequencies
w corresponding to a gradual slowdown of the os-
cillations across the oscillating tissue and a position-
dependent cell velocity field v (Fig. ). In zebrafish,
the oscillating tissue substantially shortens during seg-
mentation (Fig. BA). We determine the parameters of
our theory such that it captures the dynamics of the
wave patterns observed in experiments on developing
zebrafish embryos (compare Figs. BA and B). We find
that the wave patterns completely determine the tim-
ing of morphological segmentation and the length of
formed segments (Fig. d). Our analysis revealed that
the anterior end of the oscillating tissue moves into the
waves, giving rise to a Doppler effect. This Doppler
effect contributes to the rate of morphological segmen-
tation. In addition, the wavelength of the wave pat-
tern changes over time which additionally modulates
the segmentation rate (white arrows in Fig. BA).

Timing of segmentation. In our theory, the segmen-
tation rate and the frequency of genetic oscillations are
related by [5]

Qs ~ (1 + 5/vo) (1 — A)Qp @)

where Qp is the frequency at z+ = 0, v =
|dz/dt| is the shortening speed of the oscillating tis-
sue, vg is the cell velocity at the anterior end, and
A = 5(vgwo) " fiy w(€)(1+ TE/v) "2 dE with A > 0. In
Eq. @), the term 1 + ©/vy describes a Doppler effect.
Here © corresponds to the speed of the moving ob-
server (the anterior end) and vy is the speed of wave
propagation.

[1] A.C.OQates, L. G. Morelli, S. Ares, Development 639 (2012) 625-639.
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Figure 4: Dynamics of segmentation. A. Formation time ¢ of segment
number N determined in experiments (green) and from the theory
(black). Formation time ¢ = 0 corresponds to the formation of seg-
ment N = 7. Experimental data points are averages over 18 em-
bryos. B. Segment length S at time of segment formation determined
in experiments (red) and from the theory (black). Experimental data
points are averages over 10 embryos.

In addition to the Doppler effect, a factor 1 — A appears
that describes the frequency change due to the dynam-
ically changing wavelength. This factor presents a con-
tribution that opposes the Doppler effect, consistent
with experimental observations [2]. The Doppler ef-
fect and this dynamic wavelength effect can be illus-
trated by considering a plane wave with frequency w
and wavenumber k, u(xz,t) = e“!T** A Doppler ef-
fect is experienced by an observer moving with speed
v relative to the wave. The observed frequency differs
from the wave frequency by kv as

u(xg + vt, t) = ellwrkv)ttike 3)

A dynamic wavelength effect is caused by a time-
dependent wave number, k(t) = ko + kit, leading to
a position-dependent frequency,

U,(l‘,t) — ei(w+k1z)t+ikm ] (4)

A dynamic wavelength effect may also occur in other
systems such as gases ionized by laser pulses [6].

Summary. Vertebrate segmentation is controlled by a
complex pattern forming system that involves waves
of gene expression sweeping through the segmenting
tissue. We have shown that the changing tissue length
introduces wave phenomena that can be discussed in
the context of classical wave physics. This is in partic-
ular the Doppler effect but also the unconventional dy-
namic change of the wavelength that both contribute to
determine the timing of segment formation. Our the-
ory is able to quantitatively capture the features of the
occurring wave patterns, the timing of segment forma-
tion, and the length of formed segments.

[2] D. Soroldoni, D.J. Jorg, L. G. Morelli, D. L. Richmond, J. Schindelin, F. Jiilicher, A. C. Oates, Science 345 (2014) 222-225.
[3] L.G. Morelli., S. Ares, L. Herrgen, C. Schroéter, F. Jiilicher, A. C. Oates, HFSP J. 3 (2009) 55-66.

[4] S. Ares, L. G. Morelli., D. J. Jorg, A. C. Oates, E. Jlicher, Phys. Rev. Lett. 108 (2012) 204101.

[5] D.]J.Jorg, L. G. Morelli, D. Soroldoni, A. C. Oates, F. Jiilicher, New J. Phys. 17 (2015) 093042.

[6] A.Couairon, A. Mysyrowicz, Phys. Rep. 441 (2007), 47-189

L. Berge, S. Skupin, R. Nuter, J. Kasparian, J.-P. Wolf, Rep. Prog. Phys. 70 (2007), 1633-1713
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215 Force transmission in adhesion-independent cell migration

ANNA ERZBERGER, GUILLAUME SALBREUX

The mechanisms driving cell migration during pro-
cesses such as development, inflammation and cancer
are diverse. In the last 10-20 years, numerous stud-
ies have been conducted on cells migrating on flat sur-
faces. In these conditions, cell locomotion relies on ex-
tending cellular protrusions such as lamellipodia, and
forming strong attachment points with the substrate
[1]. The traction stresses involved have been measured
to be in the range of several kPa, with single focal ad-
hesions transmitting forces of several nN [2]. However,
in complex environments such as live tissue, cells ex-
hibit motile behaviour, which is independent of spe-
cific adhesions [3]. A mechanical understanding of
such adhesion-independent movement types is lack-
ing. Common characteristics observed in different cell
types are bleb formation, actomyosin accumulation in
the rear, and dependence on myosin ll. Our goal is to
understand the physics of adhesion-independent cell
migration in confinement. We use continuum mechan-
ics to describe the mesoscopic behavior of the involved
cytoskeletal materials, and compare our predictions
to quantitative measurements combining live imaging
and microfluidics. Experiments were performed on a
suspended blebbing subline of rat cancer cells (Walker
cells), which are unable to migrate on flat substrates
but move effectively in confinement and do not form
specific substrate adhesions [4]. When placed in mi-
crochannels, the cells display a well defined, static mor-
phology while migrating, featuring a blebbing lead-
ing edge, a cylindrical cell body and a uropod-like tail
(Fig[DA). Fluorescence microscopy reveals that both fil-
amentous actin (F-Actin) and myosin II are enriched at
the cell cortex and display a distinct concentration gra-
dient increasing towards the cell rear (Fig[llA). Further-
more, the cells exhibit a steady cortical flow towards
the cell rear during migration. Laser ablations of the
cortex in migrating Walker cells revealed that cortical
contractility at the cell rear is essential for migration:
disruption of the cortical actin network at the rear of the
cell body strongly decreases cell velocity, while move-
ment remains unaffected by ablation in the cell front
[4]. We developed a theoretical description of Walker
cell migration, describing the actin cortex as a thin layer
of active, viscous fluid (Fig [[B). Correspondingly, the
tension t; in the cortex is a sum of a viscous part, pro-
portional to the gradient of flow, and an active part,
reflecting internal contractile tension:

| A : -
£y =1 {Ulj - gvkkc?lﬂ} +mpv*d’y + ()8, (1)
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Figure 1: Theoretical description of adhesion-independent cell mi-
gration. A. Time-average (3min) maximum intensity projection of a
migrating cell expressing fluorescently labelled myosin II (MRLC).
On timescales exceeding the bleb life cycle, the cell shape is station-
ary. B. Schematic and parameters of the theoretical description of
adhesion-independent cell migration. The cell cortex is represented
by an axisymmetric surface with viscosity 7, subjected to contractile
active tension ¢, [VRel = Vel + Voortex)-
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Figure 2: Role of substrate friction for Walker cell migration. A.
Cell velocity as a function of friction (dots: experimental data (er-
ror: s.e.m.), solid line: fitted theoretical curve). Normalization,
Worm = L(¢® — ¢®) /5. Measurement of friction coefficients (in-
set). The cell-substrate friction coefficient was measured for three
different channel coatings (BSA, F127 and BSA /F127-mixture) by ap-
plying a pressure to the channel entry and measuring the velocity
of non-polarized cells (error bars represents s.e.m.). B. Cortical flow
profiles in different friction conditions quantified using particle im-
age velocimetry (PIV). Dots: experimental data; lines: fitted theoreti-
cal curves calculated for measured myosin gradients.
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where 75 and 1, are the shear and bulk viscosities, and
v'; is the strain rate tensor. The active tension ((c) is
generated by myosin II motor proteins and assumed to
be proportional to their concentration c¢ in the cortical
layer. The polarised myosin distribution observed in
cell migration thus translates into a gradient of active
tension, which drives material flows within the acto-
myosin cortex, and deformations of the cell surface. We
assume that the cell shape is confined to a cylinder in
the region where it is in contact with the microchannel
walls, and that the rear and front pole regions are free
to take the shape satisfying force balance (Fig. [IB). Fur-
thermore, we assume that cortical flows in the region
in contact with the channel are resisted by a tangential
friction force density, proportional to the velocity of the
flow relative to the channel wall. A friction coefficient
« characterizes this proportionality relation

ffriction = *a(vcortex + ‘/cell)- (2)

Additionally, an external force arises from the motion
of the fluid medium present in the microchannel, which
must flow around or through the cell, or be pushed for-
ward as the cell moves. This is taken into account by
introducing a fluid drag coefficient ap

fdrag = —ap Vel (3)

We solve the resulting equations analytically, obtaining
expressions for the cell shape, cell velocity and the cor-
tical flow profile as a function of the mechanical param-
eters. We identify two separate effects enabling non-
adhesive cell movement in confinement, both relying
on a gradient of myosin II activity along the cell: (i)
retrograde flow, which is resisted by a friction force,
where the cell is in contact with the channel walls,
pushing the cell forward, and (ii) contraction of the cell
rear and expansion of the front, resulting in net move-
ment of the cell. Both effects enable cell movement
only if the friction between the cortex and the confin-
ing walls is sufficiently large. A threshold friction can
be identified, above which cortical flows produce suf-
ficient thrust to overcome the drag force resisting cell
motion (Fig@). To verify these predictions, we devel-
oped a microfluidic system to modify and measure fric-
tion in the microchannels. We generated three differ-
ent friction environments by modifying the microchan-
nel surface coatings, and measured the achieved fric-
tion coefficients by applying different pressures at the
channel entry and measuring the resulting cell veloc-
ity (Fig @A, inset). We proceeded to perform a de-
tailed quantification of the myosin II distribution and
of the cortical flow fields in the three different con-
ditions and fitted these data with the theoretical flow

curves (Fig 2B), thereby extracting the remaining un-
known mechanical parameters of cell movement. The
model equations could be fitted very accurately using a
single set of three parameters (the cortex viscosity, the
active tension drop along the cell, and the fluid drag
coefficient) to all data from migration experiments in
three different friction regimes [4]. Finally, we calcu-
lated the stresses exerted by Walker cells on the sub-
strate during migration, and found that the local ax-
ial stresses did not exceed 1 Pa (Fig B), and are thus
considerably smaller than stresses exerted by adhesive
cells, which have been measured ranging from tens to
thousands of Pa (i.e. see [5]- [6]). Additionally, we com-
puted the dipolar moment of the force distribution (Fig
B), and found that for blebbing Walker cells, the force
dipole is positive, in contrast to all previously charac-
terized crawling cells, for which the dipolar moment
of the force distribution has been shown to be negative
(reviewed in [7]).

In summary, while lamellipodial cells generate large
pulling forces in the cell front to move forward,
friction-based migration relies on weak thrust gener-
ated in the rear part of the cell. Consequences of
these differences for elastic cell-cell interactions during
crawling cell movement remain to be investigated.

Small friction Intermediate friction  Large friction
il ff—
feat  — el
- - T |
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Figure 3: Distribution of forces (variation around the mean) exerted
by migrating Walker cells on the channel wall. Cell migration direc-
tion is to the right, the force is oriented on average in the direction
opposite to this motion, and the stress magnitudes are in the milli-
pascal - pascal range, considerably smaller than stresses reported for
cellular movement involving focal adhesions. Cells exert a positive,
extensile force dipole on their surrounding environment (large fric-
tion 7.7 10~ 1"N.m, intermed. 2.5 10718 N.m and small 4.4 10—20
N.m).
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216 Mechanics of cyst formation in epithelia

SILVANUS ALT, GUILLAUME SALBREUX

Epithelial tissues are cellular monolayers which play
an important role in the embryonic development and
the adult lives of animals. Epithelial cells have an api-
cobasal polarity perpendicular to the tissue and are at-
tached on their basal side to an extracellular matrix.
Shape changes of epithelia play a crucial role in setting
the organism shape, during the development and life
Or organisms.

The formation of cysts (Fig. [I) is an example of such a
shape change. Cysts are regions of tissue which deform
outside of the plane of the epithelium and are often
present in human epithelial tumours [I]. We have in-
vestigated the physical mechanisms behind the forma-
tion of these structures in collaboration with the group
of Anne Classen at LMU Munich. Experiments per-
formed in the profilerating epithelium of the Drosophila
wing disc as a model system allow to modify geneti-
cally a clone in the tissue, i.e. a group of neighbouring
cells arising from division of one or several common
mother cells. These experiments showed that clones for
transcription factors (i) associated with cell fate spec-
ification and (ii) not normally expressed in the tissue
results in their apical invagination (Fig. [[A). This sug-
gests that juxtaposition of tissues with different fates is
responsible for the formation of these anomalous ep-
ithelial structures.
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Figure 1: Cyst formation in epithelia. Mutant cells are labelled in
green. A. Tissue cross-section showing indentation of a tissue clone
into a cyst. B. Inverse wild-type cyst forming in a mutant tissue. C.
Only clones of intermediate size form cysts.

Several experimental observations point to a possible
mechanism for cyst formation: small mutant clones
surrounded by wild-type cells form cysts, but small
groups of wild-type cells surrounded by mutant cells
also form cysts, and actin filaments within the actin cor-
tex are recruited at the interface between mutant and

84

wild-type cells (Fig. [JA-B). These experiments suggest
that cyst formation is not a result of modified proper-
ties of cells within the cyst but results from modifica-
tions at the boundary between the cyst and the wild-
type tissue. In addition, only clones of intermediate
size containing between a few and 100 cells show sig-
nificant out-of-plane deformations (Fig. IIC).
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Figure 2: A. Schematic of the elastic model of cyst formation. B.
Phase diagram of buckling instability of a clone. C, D. Two opposite
mechanical effects results in size dependency of cyst formation.

We first reasoned that general mechanical principles
may help understanding these observations. We use a
generic continuum theory representing the tissue a thin
elastic membrane with the effective mechanical energy

(Fig. A)
k
W:/dS [;02+70+2h2 1)

with C the tissue curvature, ~ a bending modulus, vy
the tissue surface tension, h the position of the tissue
relative to a reference plane representing the basal ex-
tracellular matrix, and & an elastic modulus represent-
ing links between the tissue and the basal extracellu-
lar matrix. We assume that the formation of a clone
leads to an increased line tension A at the boundary be-
tween the clone and the wild-type tissue. The result-
ing compression can then drive a buckling instability
of the clone, depending on two simple physical effects:
(i) the law of Laplace implies that the tissue compres-
sion in the clone is set by A/R with R the clone radius,
such that smaller clone are under stronger compression
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and are more susceptible to buckle; (ii) the resistance to
buckling is higher for deformation on smaller length
scale, such that smaller clones are less susceptible to
buckle (Fig. PC-D). The combination of these two op-
posite effects results in a phase diagram for the buck-
ling of a clone where only clones of intermediate size
buckle (Fig. PB), in accordance with experimental ob-
servations.
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Figure 3: A. In the 3D vertex model, the tissue geometry is character-
ized by a set of apical and basal vertices. Planar triangles connecting
the central and contour vertices define cell boundaries. B. Forces act-
ing on a vertex are obtained by taking into accountt cell pressure. C.
3D vertex model of cyst formation. D. Quantification of cyst shape
as a function of cyst size. Dotted line: experiments, continuous line:
simulations.

To understand the tissue deformation quantitatively,
we have developed a 3D vertex model allowing to sim-
ulate the detailed 3-dimensional cellular structure of
the tissue. In the 3D vertex model, the tissue geome-
try is characterised by a set of apical and basal vertices
(Fig. BlA). For each cell surface, an additional central
vertex is introduced at the barycentre of the surface
contour. Planar triangles connecting the central and
contour vertices define cell boundaries. Forces acting
on the vertices are obtained by introducing an effective
mechanical work function W (Fig. BB):

W= TpiAp+Y Ajlij—> PaVat ) ng ~T.A,
k 7 [ b

(2)
which takes into account (1) surface tensions T} act-
ing on cell surfaces k, both apical, basal and lateral, (2)

line tensions A;; acting on apical and basal edges con-
necting neighbouring vertices ¢ and j, (3) the intracel-
lular pressure P, constraining the volume of the cell
Va, These forces arise from cytoskeletal structures at
the cell surface that are contractile and generate ten-
sions on the cell surface. In addition, (4) basal springs
with modulus £ resist the deformation of basal vertices
with height z, away from a reference plane represent-
ing the ECM, (5) external forces establish an overall tis-
sue compressive stress T, coupled to the tissue area A.
The force f; acting on vertex i is then obtained from
differentiation of the mechanical work,

oW
8Xi ’

and the vertices positions are updated according to
these forces.

The presence of a clone is then simulated by placing
a number of cells N, corresponding to misspecified
cells, within a cell population corresponding to wild-
type cells (Fig. BC) and then modified the line and
surface tensions at the interface between misspecified
and wild type cells. The resulting clone deformation is
quantified by measuring the resulting maximum api-
cal and basal indentation and the apical and basal clone
width (Fig. BD). We adjusted model parameters to ac-
count for the tissue shape before and after cyst forma-
tion. An excellent agreement with experimental mea-
surements can be found for an increase in forces at the
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