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Abstract

The analysis of time-delayed dynamics on networks may help to understand many systems from physics, biology, and engineering, such as coupled laser arrays, gene-regulatory networks and complex ecosystems. Beside the complexity due to the network structure, the analysis is further complicated by the presence of the delays.

Delay systems are in general infinite dimensional and thus can display complex dynamics as oscillations and chaos. The mathematical difficulties related to the delays hinder the analysis of delay networks. Thus, little is known yet about basic relations between network structure and delay dynamics.

It has been shown that networks without delays can be studied efficiently with the generalized modeling approach, which analyzes the stability of an assumed steady state by a direct parametrization of the Jacobian matrix. In this thesis, I demonstrate the extension of the generalized modeling approach to delay networks and analyze networks of delay-coupled delay oscillators, with delayed auto-catalytic growth on the nodes and delayed transport between nodes.

For degree-homogeneous networks (DHONs), in which each node has the same number of links, the bifurcation lines that border the stable areas can be calculated analytically, where the topology of the network is described only by the eigenvalues of the adjacency matrix. For undirected networks, the stability pattern in the parameter space of growth and transport delay is governed by two periodic sets of tongues of instability, which depend on the largest positive and the smallest negative eigenvalue. The direct relation between the eigenvalue and the bifurcation lines allows us to predict stability patterns for networks with certain topological properties. Thus, bipartite networks display a characteristic periodicity of tongues.

In order to analyze the stability of degree-heterogeneous networks (DHENs), I apply a numerical sampling method based on Cauchy’s Argument Principle. The stability patterns of these networks resemble the pattern of DHONs, which is governed by the two periodic sets. For networks with sufficiently many links, one set disappears, and the stability of DHENs can be approximates by the stability of a fully-connected network with the same average degree. However, random DHENs tend to be more stable than DHONs, and DHENs with a broad degree-distribution tend to be more stable than DHENs with a narrow distribution. Thus, such networks are more likely to give rise to amplitude death, i.e. the stabilization of an unstable steady state through diffusive coupling.

The stability pattern of DHENs can be qualitatively different than the pattern in DHONs. However, for small growth delays, close to the critical delay of the single node system, the bifurcation lines of all DHENs with the same average degree coincide. This, is particularly interesting, because there the stability depends on a global property of the network, which suggests a diverging interaction length.

In summary, the extension of generalized modeling to time-delay networks reveals basic relations between the delay dynamics and the topology. The generality of our model should allow to apply these results to a large class of real-world systems.
Nomenclature

$\phi_r$ An integer subscript $r$ of an angle $\phi$ is defined as $\phi_r = \phi + 2\pi r$

$\overline{\phi}_r$ The overline operator combined with an integer subscript $r$ is defined as $\overline{\phi}_r = 2\pi(r + 1) - \phi$

$J^d$ Diagonal element of the Jacobian $J$

$J^o$ Off-diagonal element of the Jacobian $J$

DHEN Degree-Heterogeneous Network

DHON Degree-Homogeneous Network

EVP EigenValues with Positive real part
# Contents

Nomenclature v

1 Introduction 1

2 Introduction to time-delayed network dynamics 5
   2.1 Introduction to dynamical systems .......................... 5
   2.2 Delay differential equations .................................. 8
   2.3 The Lambert \( W \)-function ....................................... 9
   2.4 Introduction to network science ................................. 11
   2.5 Time-delays in network .............................. 13

3 The generalized flow model 19
   3.1 Parametrization of the Jacobian .............................. 20
   3.2 Comparison with other models ................................. 21
   3.3 The single node .............................................. 22
   3.4 Networks without delays ...................................... 24
   3.5 A sufficient condition for instability ...................... 24
   3.6 A sufficient condition for stability ........................... 25
   3.7 Summary ..................................................... 27

4 Degree-homogeneous networks 29
   4.1 Bifurcation lines in the delay space: Tongues of instability .... 30
      4.1.1 Separated and merged tongues .............................. 33
      4.1.2 Periodicity of the tongues .................................. 34
      4.1.3 Tip positions of the tongues ............................... 37
      4.1.4 Slopes of the tongue borders for large delays .......... 38
      4.1.5 Summary .................................................... 41
   4.2 Tongues and topology .......................................... 42
      4.2.1 The fully-connected network ............................... 42
      4.2.2 General properties of undirected networks .............. 44
      4.2.3 Symmetries in spectra and delay space .................... 46
   4.3 Dynamical states inside tongues of instability .............. 47
      4.3.1 Synchronous dynamics ..................................... 48
      4.3.2 Multistability inside overlapping tongues ............... 51
   4.4 Stabilizing and destabilizing coupling .......................... 53
4.5 Bifurcation lines in the coupling space: Amplitude death .... 56
  4.5.1 The limit of large coupling strength .................. 64
  4.5.2 Amplitude death in networks ....................... 64
  4.5.3 Amplitude death for small coupling delays .......... 69
4.6 Summary .................................................. 71

5 Degree-heterogeneous networks 73
  5.1 The numerical method .................................... 73
    5.1.1 Comparison with analytical results ................. 76
    5.1.2 Test of the sufficient stability condition ........ 78
    5.1.3 Conclusions ..................................... 81
  5.2 Stability of ensembles of random networks ............... 81
    5.2.1 Stability transitions along sections through delay-plane .... 84
    5.2.2 Influence of the degree distribution ................ 88
  5.3 Particularly stable and unstable topologies ............. 90
    5.3.1 Unstable networks above the bottom bifurcation line .... 98
    5.3.2 Topology-independence of the bottom stability border .... 99
  5.4 Amplitude death for small coupling delays ............... 102
  5.5 Summary ................................................ 103

6 Discussion and Outlook 105

Bibliography 109
1 Introduction

Complex systems can often be decomposed into similar interacting subsystems, which can be represented as nodes of a network. The nodes are connected by links, which symbolize the interaction between the subsystems. For instance, the nodes of the Internet are computers and routers, and the links describe the connections between them.

The purpose of a network is often related to dynamics on the network. For instance, the purpose of the Internet is the dynamical process of information transfer. For most of these networks, the analysis of the dynamics is essential for understanding and optimizing the function. Insights into the network dynamics can also help to prevent undesired processes such as the spreading of computer viruses.

Describing complex systems as networks allows to investigate the relation between the dynamics and the topology of the network. As an example we may considers the spreading of computer viruses on the Internet. If computers are connected randomly, the probability that an infected computer infects a neighbor needs to exceed a certain threshold to allow a virus to persist. However, in certain so-called scale-free network, viruses can persist even if this probability is infinitely small [1]. This result also demonstrates the relevance of network science in the field of epidemiology [2].

In ecology, network models are used to study the population dynamics in complex ecosystems [3]. The networks visualize the interactions between populations. The diversity of these interaction can range from antagonistic to mutualistic. For instance, these networks may describe the interaction between herbivores and parasites as well as the interaction between pollinators and plants. Interaction networks of predators and prey, where predators themselves can be prey of other predators are called food-webs. A central question arising in ecology and in particular in food webs concerns the stability and the robustness of large ecosystems [4].

Other examples for dynamical processes on networks in biology are the spiking in neuronal networks, the activation and inhibition of genes in gene regulatory network, the conversion of metabolites in metabolic networks, and the transmission of signal molecules of a signal transduction network [5]. Components of different networks interact with each other creating a network of networks that allows the cell to adapt to various environmental conditions. The processing of input information needed to adapt to a changing environment can be realized by appropriate network structures. Thus, recently synthetic genetic networks have been created that implement processing units such as toggle-switches [6] and basic logical operations [7].

The presented examples of dynamical processes on networks demonstrate the importance of analyzing the relations between topology and dynamics. Knowledge
about these relations may be used to maintain biodiversity, to prevent the spreading of diseases, and to understand the function of the complex networks in cells.

Beside empirical observations, dynamics on networks can be studied using mathematical models. As a first step to model a dynamical system, it is necessary to determine the structure of the system. That means, we have to identify all sub-systems and their interactions that have a relevant impact on the dynamics. The information is captured by the network topology, which constitutes a structural model. Additionally, we need to model the dynamical processes on the nodes and the dynamical processes that mediate the interaction between nodes.

Usually, the dynamical processes are modeled by specific functions, which may include some parameters to fit the model to observations. This yield a set of ordinary differential equations (ODEs), which can be studied with the tools of dynamical systems theory. A central question in the analysis of dynamical systems deals with the stability of so-called steady states. Stable steady states do not change with time even if they are subject to small perturbations. If no stable steady states exist, the system won’t rest but will display non-stationary dynamics such as oscillations and chaos. The stability of a steady state can be analyzed through the Jacobian matrix, which constitutes a local linear model.

Although the specific functions that model the dynamical processes can be modified through parameters, they are generally restricted to specific functional forms. Hence, the definition of a specific model already involves implicit assumptions. Even if the structure of a real-world system is known well, information about the dynamical processes is often hard to obtain. This is particularly true for systems from biology and ecology [8, 9]. Thus, it is possible that the implicit assumptions made by choosing specific functions to model the dynamical processes are invalid, so that the dynamics of the specific model can be qualitatively different from the dynamics of the real-world system. Hence, such unjustified implicit assumptions should be avoided if possible.

In generalized modeling, we do not restrict the dynamical processes to specific functions. Instead, we model the system by a direct parametrization of the Jacobian. This helps to avoid unnecessary assumptions because the Jacobian only contains local information of the system close to a steady state. Nonetheless, the parametrized Jacobian allows us to study the stability of steady states. The same Jacobian can describe steady states in many different specific models. Therefore, the parametrized Jacobian constitutes a more general model than the conventional. Generalized modeling already found applications in various disciplines, such as ecology [10–18], socio-economics [9] and cell biology, where this approach has been used to study cell signaling pathways[19], bone remodeling [20], and metabolic [8, 21, 22] and gene regulatory networks [23].

Beside the restriction on specific function, the generalized modeling approach also avoids the calculation of the steady state. This calculation can be computational demanding, so that it might set limits to the investigation of large systems. But often the steady state itself is of little interest, so that the generalized modeling
approach can be used to study large systems with high numerical efficiency. The high efficiency also allows to study a large number of different networks so that the influence of topological properties can be studied statistically. In this context, the approach has successfully been used to investigate stability properties of food webs [15].

No matter if conventional or generalized modeling is used, all models simplify the real-world system they should describe. For instance, when studying the dynamics of gene-regulatory networks, the details of the complex processes that result in the activation and inhibition of genes are usually ignored. The time-delay caused by these processes, such as transcription, translation, and transport, can have an important influence on the systems dynamics [24]. When studying population dynamics within ecological models, delays arise naturally by processes such as growth, maturation, and regeneration. Hence, changes in the environment may have delayed effects on the population dynamics. These, examples demonstrate that delays arise frequently in models of complex systems. Therefore, the analysis of delays in networks may be crucial to understand the dynamics in many of these systems.

Mathematical models with time-delays have a long tradition in ecology going back to Volterra at around 1930 [25]. Later models incorporated delays in various intraor interspecies interactions [26]. These early results suggested that large delays are in general destabilizing. More recently, it was shown that the effect of delays is more complex and that delays are not necessarily destabilizing [27]. In biological network models, delays have been introduced, for instance, into models of neuronal networks [28] and gene-regulatory networks [29]. However, usually delays have been introduced in specific models with only a small number of nodes.

In this thesis, I demonstrate the extension of generalized modeling to time-delay networks. I use this approach to investigate networks of delay-coupled delay oscillators. After I identify the parameter space for which the stability is topology independent, I analyze the topology dependence of the stability.

The systems display complicated stability patterns in the delay-space. For degree-homogeneous networks (DHONs), I provide an analytical description of the bifurcation lines that constitute the stability borders. For these networks, the topology dependence of the bifurcation lines is given by the eigenvalues of the networks adjacency matrix. Therewith, we find simple relations between symmetries of the topology, the stability pattern and the dynamical states. The more general class of degree-heterogeneous networks (DHENs) is analyzed with a numerical sampling method.

We find that major results for the DHONs can be extended to the DHENs. However, in general DHENs tend to be more stable than DHONs. Nonetheless, the stability borders of large random networks with sufficiently many links can be approximated by the bifurcation lines of a fully-connected network with the same mean degree. Even in small networks, we find that the topology dependence of the stability border for small coupling delays reduces to a dependence on the average degree. Above this stability border the identical oscillators silence each other to
death. This effect is called *amplitude death* and is commonly studied in so-called Stuart-Landau oscillators. For identical Stuart-Landau oscillators, amplitude death only occurs for finite coupling strength and coupling delays [30]. In contrast to this model, we find a simple relation between the critical delay and the coupling strength that shows that amplitude death occurs for infinitely small coupling delays as the coupling strength becomes infinitely large.

The results of this thesis relate dynamical properties of the delay-coupled delay oscillators to the topology of the network. Because of the generality of this model, these results might find applications in many real-world systems. Some results of this thesis have been published in Ref. [31].

This thesis is structured as follows: In chapter 2, I briefly discuss present results on time-delay networks. For this purpose, I first give a short introduction to dynamical systems theory, delay-differential equations and network science.

In chapter 3, I extend the generalized modeling approach to delay networks by applying it to a network with time-delays in the node dynamics and in the couplings between nodes. Further, I explores the parameter spaces in which the stability of these networks is governed by the single node system, so that the stability is topology independent. For instance, this is true for all systems with vanishing delays. Additionally, I provide sufficient conditions for stability and instability for arbitrary network topologies.

Chapter 4 deals with the analysis of degree-homogeneous networks. For these networks, I derive an analytic expressions for the bifurcation lines in the parameter spaces of internal and coupling delay, and in the space of coupling strength and coupling delay. The bifurcation lines in the delay space are shaped like tongues and are periodic in the delays. We characterize these tongues by the tip positions and their asymptotic behavior for large delays. This facilitates the study of the parameter dependence of the bifurcation lines, which is discussed for a fully-connected network. By investigating small symmetric networks, we find a relation between certain topological properties and symmetries in the stability pattern. The different tongues in these patterns can be related to different synchronous dynamics. The calculation of the bifurcation lines in the coupling space allows us to study the effect of amplitude death.

In chapter 5, we investigate degree-heterogeneous networks. For this purpose, we introduce a numerical sampling method for the stability analysis of ensembles of random networks. This method is tested by comparing the results with the bifurcation lines for the DHONs. Further, we use it to verify the sufficient condition for instability from chapter 3, which has not been rigorously proved. By generating ensembles of random networks with the same average degree, we compare the results for DHENs to the results for DHONs. Additionally, we investigate the influence of the topology by comparing the stability patterns of different types of large random networks and by identifying particularly stable and unstable topologies.

In the final chapter, I summarize and discuss the main results and relate them to the findings made in other delay networks.
2 Introduction to time-delayed network dynamics

This chapter provides an overview of present results on time-delay networks. For this purpose, I first give a short introduction to dynamic systems theory, which is loosely based on the text book “Elements of Applied Bifurcation Theory” by Kuznetsov [32]. Further, I introduce some basic concepts of network science. This introduction is mostly based on the review “The structure and Function of Complex Networks” by M. Newman [33] and on the book “Modern Graph Theory” by B. Bollobás [34].

2.1 Introduction to dynamical systems

A Dynamical systems is the mathematical representation of a deterministic process [32]. These are processes in which the time-evolution of the system state is determined by certain rules. Thus, knowledge about the current state allows to predict future states of the system.

The state of the system is described by a set of state variables also denoted as state vector. The state variables need to contain enough information to predict the evolution of the variables. For instance, when describing the oscillation of a pendulum, it is insufficient to only consider the position of the pendulum, because the future position also depends on the velocity [32].

A dynamical system may describe the evolution of the state variables in discrete or continuous time [32]. For discrete time steps, we denote the state vector for each time-point \( t \) by \( x_t \). The time evolution is often given by a function or map \( f \) that maps the state vector \( x_t \) on the state vector \( x_{t+1} \), so that

\[
x_{t+1} = f(x_t).
\]

(2.1)

In time-continuous systems, the evolution of the state variables is most commonly given by a set of ordinary differential equations, which often express the velocities \( \dot{x} \) of the state variables in dependence of the state variables, so that

\[
\dot{x} = \frac{dx}{dt} = f(x),
\]

(2.2)

where \( \frac{d}{dt} \) is the time-derivative operator.

The analysis of dynamical systems usually begins with the identification of the so-called steady states, which do not change with time. Thus, for discrete time, steady
states satisfy $x_t = x_{t+1} = f(x_t)$, and for continuous time, they satisfy $\dot{x} = f(x) = 0$ for all times $t$. These states are also called fix points or equilibria [32].

Real systems are always affected by fluctuation, which perturb the state variables. Thus, a system is never exactly at a steady state and the time-evolution at a steady state is determined by the dynamics in the vicinity of the steady state. The local stability describes the response of the system close to the steady state. A steady state is asymptotically stable if all states in a sufficiently small neighborhood of the steady state evolve to the steady state as time goes to infinity [32]. If the steady state is unstable, small perturbations from the steady state grow and the system leaves the steady state.

Considering a system of $N$ ordinary differential equations, we can determine the dynamics close to a steady state $x^*$ by a linearization of the ODEs, which gives

$$\dot{y} = Jy$$

with $y = x - x^*$ and the Jacobian matrix

$$J_{ij} = \frac{\partial x_i}{\partial x_j},$$

with $i, j = 1 \ldots N$. By rewriting Eq. (2.3) in the basis of the eigenvectors $v_i$ of the Jacobian $J$, we obtain the $N$ independent differential equations

$$\dot{c}_i = \lambda_i c_i,$$

with $c_i = y \cdot v_i$ and the eigenvalue $\lambda_i$ of $J$ that corresponds to the eigenvector $v_i$ [35]. For given initial conditions $c_i^0 = c_i(t = 0)$, Eq. (2.5) has a unique solutions

$$c_i(t) = c_i^0 e^{\lambda_i t}.$$  

Hence, if the eigenvalue $\lambda_i$ has a positive real-part, perturbations along the eigenvector $v_i$ grow exponentially. If the eigenvalue has a negative real-part, the perturbations decline exponentially.

The eigenvectors of the Jacobian can be obtained from the eigenvalue equation

$$\lambda v = Jv.$$  

Non-trivial solutions for $v$ can only be found if $\lambda$ is a root of the characteristic polynomial

$$P(\lambda) = \det(\lambda I - J).$$

These roots are the eigenvalues $\lambda_i$ of the Jacobian. Therewith, the Jacobian can be factorized as

$$P(\lambda) = (\lambda - \lambda_1)(\lambda - \lambda_2) \cdots (\lambda - \lambda_N).$$

In this thesis, we only consider characteristic polynomials with real coefficients. In this case, the eigenvalues need to be either real or they appear in pairs of complex conjugated numbers [36].
If eigenvalues with zero real-part exist, the system dynamics close to the steady state depends on higher order terms. Such steady state are called non-hyperbolic. If the real parts of all eigenvalues are either positive or negative the steady state is hyperbolic [32].

By calculating the eigenvalues of the Jacobian, we can determine the stability of the steady state. If the Jacobian has eigenvalues with positive real-part, the according perturbations grow exponentially. If all eigenvalues have a negative real-part, all perturbations decline and the system approaches the steady state [37]. Hence, the stability is determined by the leading eigenvalue, which has the largest real-part. If it’s real-part is positive, the system is unstable. If the real-part is negative, the system is stable.

Bifurcations

Now, we consider a parameter dependent dynamical system such as an ordinary differential equation

$$\dot{x} = f(x, p),$$

that depend on a set of parameter $p \in \mathbb{R}^m$. Changing the parameters can change the topological type of the system [32], giving rise to qualitatively different dynamics. The points in parameter space, where such qualitative changes occur are called bifurcations.

Bifurcations are often classified into local and global bifurcations. In this thesis, we only consider local bifurcations that can be analyzed by studying the system close to a steady state [37].

Bifurcations are also classified by their codimension, which is “the difference between the parameter space and the dimension of the corresponding bifurcation boundary” [32]. Thus, the border of a codimension 2 bifurcation is a point in a three dimensional parameter space and a line in a four dimensional space. A more practical definition states that the codimension is “the smallest dimension of a parameter space which contains the bifurcation in a persistent way” [37]. Thus, a system can be tuned to a codimension 1 bifurcation by changing a single parameter. In order to tune a system to a codimension 2 bifurcation, two parameters need to be changed.

Two hyperbolic steady states are locally topological equivalent if and only if both steady states have the same number of eigenvalues with positive and the same number of eigenvalues with negative real-part [32]. Hence, a steady state undergoes a local bifurcation if eigenvalues cross the imaginary axis. There are only two generic types of codimension 1 bifurcations. Either a single real eigenvalue or a pair of complex conjugated eigenvalues cross the imaginary axis. The first type is called saddle-node or fold bifurcation, the second type is called Hopf bifurcation. At a saddle node bifurcation a stable and an unstable steady state collide and disappear. At a Hopf bifurcation a limit cycle arises around the steady state. Thus, a Hopf bifurcation can give rise to oscillatory dynamics.
2.2 Delay differential equations

Now, we consider an ordinary differential equation in which the derivatives not only depend on the current system state but also on the system state at a time \( \tau \) in the past. Thus, we obtain a delay differential equation (DDE)

\[
\dot{x} = f(x, x^\tau),
\]

(2.11)

with \( x^\tau(t) = x(t-\tau) \). The delay turns the ODE into a functional differential equation, because the future evolution of the system state depends on the time-dependent function of the system state \( x(t) \) \[36\]. In order to calculate a future state of the system, we need to specify initial conditions that provide the function values \( x(t) \) for all times between \(-\tau\) and \( 0 \). Thus, the delay system is infinite dimensional, because we have to provide an infinite set of numbers to specify the initial conditions \[38\]. As infinite dimensional systems, DDEs can show complex high dimensional dynamics such as oscillations, multistability and chaos \[39–44\]. Further, it was observed that the dimension of chaotic attractors of DDEs are proportional to the delay \[38, 45\].

Similarly to ODEs, we analyze the system by investigating the stability of steady states. A steady state \( x^* \) is not affected by the delays because \( x^*(t-\tau) = x^*(t) \). Therefore, we can replace the delayed variable in the DDE by the undelayed variable, so that we obtain the undelayed ODE. A linearization of Eq. (2.11) results in

\[
\dot{y}(t) = Ay(t) + By(t-\tau),
\]

(2.12)

with \( A = \frac{\partial f}{\partial x} \) and \( B = \frac{\partial f}{\partial x^\tau} \). Considering that the linear ODE system has exponential solutions, we assume that the linear DDE has exponential solutions as well \[36\]. Inserting the ansatz \( y(t) = v \exp(\lambda t) \) into Eq. (2.12) provides \( P(\lambda) = 0 \) with the characteristic polynomial

\[
P(\lambda) = \det (\lambda - J(\lambda)),
\]

(2.13)

and

\[
J(\lambda) = A + B \exp(-\lambda t),
\]

(2.14)

which we denote as the Jacobian of the delay system.

It can be shown that the steady state is asymptotically stable if all roots of \( P(\lambda) \) have negative real parts and that the steady state is asymptotically unstable if at least one root has a positive real part \[46\].

Without time-delays the eigenvalues \( \lambda \) of the Jacobian can be calculated straightforwardly by standard algorithms from linear algebra. But with delays, the Jacobian itself depends on the eigenvalues of the Jacobian. Additionally, calculating the eigenvalues by finding the roots of the characteristic polynomial is more complicated because the delays turn the characteristic polynomial into a transcendental equations with infinitely many roots. However, the number of roots with positive real-part is still finite.
Calculation and continuation of eigenvalues

In order to calculate an eigenvalue of the system, we can use the following procedure. First, we calculate the Jacobian \( J(\lambda^{\text{in}}) \), with an initial guess for \( \lambda^{\text{in}} \). Then, we use standard methods of linear algebra to calculate the eigenvalue \( \lambda^{\text{out}} \) of the Jacobian. In general \( \lambda^{\text{in}} \) and \( \lambda^{\text{out}} \) differ, but by applying minimization algorithms to the difference \( |\lambda^{\text{in}} - \lambda^{\text{out}}| \) a valid eigenvalue can be found.

This method can be used to obtain a continuation of an eigenvalue through parameter space. But we cannot use this method to show that a system is stable, because the system has an infinite number of eigenvalues, so that we cannot be sure that the computed eigenvalue is the largest one.

### 2.3 The Lambert \( W \)-function

For some simple delay systems, it is possible to represent the eigenvalues by the Lambert \( W \) function [47], which is defined to satisfy the equation

\[
W(z)e^{W(z)} = z. \tag{2.15}
\]

Let’s consider a scalar system of the type of Eq. (2.12). The linearization provides the equation

\[
\dot{y}(t) = Ay(t) + By(t - \tau), \tag{2.16}
\]

with scalar coefficients \( A \) and \( B \). The roots of the characteristic polynomial are given by

\[
\lambda = A + Be^{-\lambda \tau}. \tag{2.17}
\]

By subtracting \( A \) and multiplying \( \exp(\lambda - A)\tau \) on both sides of Eq. (2.17) [48], we obtain

\[
(\lambda - A)e^{(\lambda - A)\tau} = Be^{-A\tau}. \tag{2.18}
\]

A comparison with the definition of the Lambert function from Eq. (2.15) yields

\[
\lambda = A + \frac{1}{\tau}W(Be^{-A\tau}). \tag{2.19}
\]

The Lambert function has infinitely many branches \( W_n(z) \) indexed by the integer \( n \), with \( n = 0, \pm 1, \pm 2, \ldots \), which provide the infinitely many solutions of Eq. (2.17) (Fig. 2.1(a,b)).

For real-valued \( z \in [-1/e, \infty) \) the principle branch of the Lambert function \( W_0(z) \) is real and increasing. For \( z \in [-1/e, 0) \), the branch \( W_{-1}(z) \) is real as well [47]. If \( z \) decreases from 0 to \(-1/e, \) \( W_{-1}(z) \) increases from \(-\infty \) to -1, where it collides with \( W_0(z) \) (Fig. 2.1(c)). For \( z < -1/e, \) the two branches are complex conjugates. This explains the different indexing in the figures 2.1(b) and (c).
2.3. The Lambert $W$-function

Figure 2.1: The Lambert $W$ function and the solutions of Eq. (2.17). (a,b) Solutions $\lambda$ of Eq. (2.17) with $B = 2$ (a) and $B = -2$ (b). The solutions can be expressed with the Lambert function $W$ (Eq. (2.19)), which has infinitely many branches $n$. The other parameters are $A = -1$ and $\tau = 5$. Thus, the argument of the Lambert function is larger 0 for $B = 2$ (a) and smaller $-1/e$ for $B = -2$ (b). (c) The principle branch, $n = 0$, (solid black line) and the branch $n = -1$ (dashed orange line) of the Lambert function $W(z)$ are real for $z \in [-1/e, \infty)$ and $z \in [-1/e, 0]$, respectively. For $z < -1/e$, the two branches are complex conjugates. Note that the principle branch is increasing for real $z > -1/e$. 
2.4 Introduction to network science

A network is defined by a set of nodes and a set of links. A link is defined by a pair of nodes, which are connected by the link. In graph theory, networks are usually denoted as graphs, nodes as vertices and links as edges [33]. This thesis focuses on undirected networks, in which all links are bidirectional. The number of links connected to a node \( i \) is denoted as the degree \( d_i \) of the node. Thus, the average degree of an undirected network is given by \( \langle d \rangle = 2K/N \). Further, we denote the number of nodes in a network with \( N \) and the number of links with \( K \). Even though we focus on undirected networks, most of our results are also valid for directed networks for which the number of incoming and outgoing links is identical for each node.

We only consider connected networks, i.e. each pair of nodes is connected by a path through the network. In order to be connected, an undirected network needs at least \( N - 1 \) links. Such networks are denoted as trees and do not contain any loops, because a loop would allow to remove a link without disconnecting a node. All trees are bipartite. This means that all nodes can be assigned one of two colors so that links only exist between nodes of different colors [33].

The network structure is often represented by the adjacency matrix \( A \), which is a \( N \times N \) matrix with elements \( A_{ij} \). If the network contains a directed link from node \( j \) to node \( i \), the element \( A_{ij} = 1 \), otherwise \( A_{ij} = 0 \). The eigenvalues of the adjacency matrix are called the spectrum of the network [34]. For undirected networks, the adjacency matrix is symmetric and the eigenvalues are purely real.

The following list reviews some basic properties of the spectra of certain networks which are used throughout this thesis [34]:

- For degree homogeneous networks, in which all nodes have the same degree \( d \), the largest eigenvalue is \( d \) and the corresponding eigenvector is \((1, 1, \cdots, 1)\).

- Bipartite networks have a symmetric spectra, i.e. for each non-zero eigenvalue \( \lambda \) there exists an eigenvalue \(-\lambda\).

- If \( H \) is a subgraph of \( G \), then \( \lambda_{\text{min}}(G) \leq \lambda_{\text{min}}(H) \leq \lambda_{\text{max}}(H) \leq \lambda_{\text{max}}(G) \), where \( \lambda_{\text{min}} \) and \( \lambda_{\text{max}} \) are the smallest and the largest eigenvalues of the adjacency matrix. Therewith, we can follow that the smallest eigenvalue of any connected node needs to be smaller or equal to -1, because every connected network contains the subgraph consisting of only two connected nodes, which has the eigenvalue -1. Hence, the fully-connected network, which has one eigenvalue \( N - 1 \) and \( N - 1 \) eigenvalues \(-1\), has the largest possible smallest eigenvalue.

Instead of the adjacency matrix, the network structure can also be described by the Laplacian matrix \( L \), which is defined as \( L = D - A \), where \( D \) is a diagonal matrix with elements \( D_{ii} = d_i \). The Laplacian is often normalized for instance by dividing each element \( L_{ij} \) by \( \sqrt{d_i d_j} \) [34] or by \( d_i \) [49, 50]. Thus, the diagonal elements of the normalized Laplacian matrices are 1. Both, normalized and unnormalized Laplacian,
have an eigenvalue 0, which belongs to the eigenvector \((1, 1, \cdots, 1)\), whereas all other eigenvalues are larger or equal to 0 \([34, 49]\).

**Random networks**

When investigating the influence of the topology on the dynamics on a network, the interest is usually focused on classes of networks that share certain properties rather than studying individual network realizations. However, numerical methods often requires the construction of an actual network. Therefore, it is necessary to construct random networks with desired properties such as networks with a fixed number of links or a certain degree-distribution.

Probably the simplest way of constructing random networks is the Erdős-Rényi model \([51]\): In a network of \(N\) nodes, \(K\) out of the \(N(N-1)/2\) possible links are chosen randomly. For this purpose, we start from a network without links and randomly draw two nodes to be connected. If the same node is drawn twice or if two nodes are already connected, another pair of nodes is drawn. This procedure is repeated until \(K\) links are added. In order to increase the numerical efficiency for \(K > N(N-1)/4\), we start from a fully-connected network and use the same procedure to delete \(N(N-1)/2 - K\) links.

The node degree of Erdős-Rényi networks is distributed according to a binomial distribution, which approaches a Poisson distribution for large \(N\). However, many real-world networks have been found to follow a much broader distribution, which resemble the so-called scale-free distribution. In scale-free networks, the probability to find a node with degree \(d\) is proportional to \(d^{-\gamma}\) and hence, the majority of nodes have only a few neighbors, whereas a few nodes have a large number of neighbors \([33, 52]\).

In order to generate random scale-free networks, we use the Barábsi-Albert model \([53]\): Starting from \(m\) disconnected nodes, we add one node after another connecting each node to \(m\) nodes already present. The probability that a present node \(i\) is connected to the added node \(j\) is given by \(d_i/\sum_j d_j\). Hence, the probability to obtain a new connection is approximately proportional to the degree of the node.

Whereas the networks that are analyzed in this thesis are too small to be considered scale-free, we use the Barábsi-Albert model to generate networks with a broad degree-distribution. Thus, by comparing the dynamics of Erdős-Rényi and Barábsi-Albert networks, we can study the influence of the degree distribution.

**Collective network dynamics**

The interaction between nodes can give rise to phenomena of collective dynamics, such as synchronization and amplitude death. Perhaps the most studied phenomena is the synchronization of coupled chaotic or oscillating systems. Already in the 17th century, Christiaan Huygens reported that two clock pendulums which he mounted to the same frame swung with the same frequency at a phase difference of 180°. Further, he reported that these anti-phase oscillations are restored after perturbing
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the pendulums [54, 55]. Synchronization in networks might play an important role for neuronal communication [56] and the coordination of oscillating dynamics on genetic networks in interacting cells [57]. For instance, synchronization has been found in the transcription of genes across hundreds of neurons, governing the circadian rhythm in animals [58]. The circadian rhythm has a period of around 24 hours and can thus help the organism to adjust to the daily variations of sunlight. In ecological systems, the synchronization of oscillating population dynamics at different locations may result in simultaneous extinction events at distant habitats, which might dramatically increase the risk for a species to go extinct [59].

The terms amplitude death and oscillator death, describe the phenomena that the coupling of dynamical systems can quench oscillations that are present in the uncoupled systems [46]. An early report of this phenomena has been made by Lord Rayleigh in the 19th century, who observed that two organ pipes standing close to one another almost suppressed each other to silence [60]. Later amplitude death was observed in chemical oscillators [61], electronic circuits [62], thermo-optical oscillators [63], coupled lasers [64], and even in an living coupled oscillator system made of a plasmodial slime mold [65]. It has been proposed to utilize amplitude death in order to realize stabilizing feedback controls for engineering applications [66]. However, amplitude death can also be detrimental, if it suppresses oscillations that are important for the proper function of the system. In this context, it has been argued that amplitude death may be “critical for living systems, as one can easily be convinced by considering the possibility of cessation of oscillations in a group of interacting cardiac cells” [50]. These examples show that amplitude death might play an important role in many real-world systems [67].

Most mathematical models study amplitude death by investigating the conditions under which an unstable steady state is stabilized by diffusive coupling. Such studies showed that amplitude death occurs either if the frequencies of the oscillators are sufficiently disparate [68–72] or if the coupling is time-delayed [30].

2.5 Time-delays in network

The following survey of time-delayed dynamics on networks focus on communication delays, which appear in the coupling terms. Delayed self-feedback is usually considered by allowing self-loops in the network, which are realized by non-zero diagonal elements in the adjacency matrix.

The survey starts with coupled maps and continues with DDE models beginning from the famous Kuramoto model of coupled phase oscillators. The Kuramoto model is particularly suited to study synchronization but ignores the amplitude of the oscillators. In order to study amplitude death, we need to study more complex models such as the Stuart-Landau oscillator. In fact, the Kuramoto model can be derived from a system of coupled Stuart-Landau oscillators if the coupling is so weak that it does not affect the amplitude [46]. The Stuart-Landau oscillator is a two
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dimensional system that can be described by a single complex state variable. Higher dimensional system, such as the three-dimensional Lorenz and Rössler oscillators, allow us to study synchronization and amplitude death in system with potentially chaotic dynamics. The delay coupling of infinite dimensional system is studied by delay models, such as the Mackey-Glass and Ikeda model.

Delay-coupled maps

In time-discrete systems, even simple models such as the logistic map \([73]\),
\[
f(x) = \rho x (1 - x),
\]  
(2.20)
can give rise to chaotic dynamics. The logistic map has been used to describe the dynamics of seasonally breeding populations with non-overlapping generations. Later, it became prominent as a prototype model displaying chaotic dynamics. In order to study delay-coupled chaotic systems, it is common to choose \(\rho = 4\) and analyze models of the type of
\[
x_i(t+1) = f(x_i(t)) + \frac{k}{d_i} \sum_j A_{ij} [f(x_j(t-\delta)) - f(x_i(t))],
\]  
(2.21)
where \(k\) is the coupling strength. For the sake of consistency, we denote the coupling delay by \(\delta\).

Both, synchronization and amplitude death in time-delay systems have been studied with chaotic maps. It has been shown that the stability of synchronized chaotic solutions in identical chaotic maps without time-delays depends on the eigenvalues of the coupling matrix \([49]\) and random networks synchronize better than networks with spatial structures such as rings. These results have been extended for time-delay coupling with identical delays, and it was concluded that time-delays in general increases the synchronizability \([74]\). Stability conditions for a homogeneous steady state, which gives rise to amplitude death, show that the topology dependence is governed only by the largest eigenvalue of the network Laplacian \([75]\). Further, stabilization is not possible for bipartite networks or for networks with only even delays. Considering the bipartite networks, similar results have been found for time-continuous systems \([50]\).

For random delays, amplitude death becomes more probable, and except for the mean degree, the topology has only a minor influence \([76]\). For sufficiently large globally connected networks with random delays, the stability is similar to the stability of a single map with multiple feedbacks with the same delay distribution \([77]\). In the same work, it has been shown that networks with only even delays do not give rise to amplitude death but stabilize a periodic orbit. Recently, conditions for amplitude death for homogeneous and distributed delays have been found, which confirmed the results for homogeneous delays from \([74]\) and explained that for heterogeneous delays, the stability is governed by the distribution of delays, whereas the topology has a minor influence \([78]\).
A detailed analysis of synchronization and amplitude death in dependence of the network topology and delay distribution is given in [79]. The authors of this work also analyzed the effect of self-feedbacks. The self-feedbacks were chosen to be of the same strength as the coupling to a single neighbor. Hence, it is not surprising that the influence decreases for large and highly connected networks. For small networks, the self-feedback may enhance or degrade synchronization dependent on the topology and on the delay distribution.

The Kuramoto model with delays

Synchronization in time-continuous time-delay networks is often studied using the Kuramoto model with delayed coupling,

\[ \dot{\phi}_i(t) = \omega_i + \frac{k}{d_i} \sum_j A_{ij} \sin(\phi_j(t-\delta) - \phi_i(t)), \]

where each oscillator \(i\) has its own natural frequency \(\omega_i\). It has been shown that a system of two delay-coupled oscillators has multiple synchronized solutions with different common frequencies, unlike the undelayed system that has at most one solution [80]. The phase differences between the two systems are usually close to 0 or \(\pi\). In a later work, multistability between synchronized and desynchronized states has been found in fully-connected networks [81]. In the desynchronized state, the phases are almost uniformly distributed, while in the synchronous state all oscillators are in phase. As for two coupled oscillators, there exist several synchronized solutions with different collective frequencies.

The stability of the desynchronized state displays a delay-periodic “resonance”-pattern in the coupling delay [82], which vanishes for heterogeneous delays [83]. Such a periodicity has been found also for the stability of in-phase, anti-phase and other out-of-phase synchronization modes in small network motifs [84]. The stability of the in-phase solution for a general coupling function \(f(\phi_j(t-\delta) - \phi_i(t))\) can be determined by a simple criterion [85], which holds for all degree-homogeneous networks and is independent of the topology.

Further, works on synchronization in Kuramoto models with communication delays studied nonidentical oscillators in two-dimensional grids [86], bimodal frequency distributions, spatially non-local coupling in rings [87], and distance dependent delays [88, 89]. Recently, it has been demonstrated that for certain systems finite differential equations can be derived which describe the macroscopic evolution of these systems [90]. This approach has already been applied to study the effect of heterogeneous coupling delays [83].
Delay-coupled Stuart-Landau oscillators

The first publications on delay induced amplitude death analyzed systems of globally and diffusively delay-coupled Stuart-Landau oscillators[30, 91], described by

\[ \dot{z}_i(t) = (1 + i\omega_i - |z_i(t)|^2)z_i(t) + \frac{k}{d_i} \sum_j A_{ij}(z_j(t - \delta) - z_i(t)). \] (2.23)

These works demonstrate that time-delays can induce amplitude death even if the frequencies of the oscillators are identical. In these systems, amplitude death occurs inside separate islands in the \((k, \delta)\)-plane. Between these islands, there are delay values for which no amplitude death can occur. Distributed delays enlarge these islands [92] and if the width of the distribution exceeds a threshold, islands merge so that amplitude death can occur for any delay value.

For ring topologies, the size of the stability islands decreases with increasing system size \(N\) and approaches the stability area of rings with even \(N\), which is independent of the system size [93]. For a similar system, it has been shown that amplitude death is less likely for gradient instead of diffusive coupling [94].

For both topologies, the globally coupled network and the ring, there exists a maximum coupling strength for which amplitude death is possible. Partial and complete amplitude death in rings with distributed delays, as well as the transient between the regimes, have been studies by numerical simulations [95].

Also in a single Stuart-Landau oscillator, delayed feedbacks can stabilize an otherwise unstable steady state [96]. However, this phenomena is usually not referred to as amplitude death, because this term is usually restricted to systems with diffusive coupling. Feedbacks have also been investigated in a systems of two coupled oscillators but only feedbacks with coupling strength and delays identical to the mutual couplings have been considered [97].

Time-continuous chaotic systems with delays

Whereas synchronization and amplitude death in limit-cycle oscillators can be studied with the two-dimensional Stuart-Landau oscillator, higher dimensional systems allow to study chaotic systems. In such systems, the \(m\)-dimensional system variables \(x \in \mathbb{R}^m\) can be coupled by a function \(H : \mathbb{R}^m \to \mathbb{R}^m\), so that

\[ \dot{x}_i = F(x_i) + \frac{k}{d_i} \sum_j A_{ij}H(x_j), \] (2.24)

where the function \(F : \mathbb{R}^m \to \mathbb{R}^m\) governs the internal node dynamics. Without delays, a master stability function for the complete synchronous state can be calculated numerically. This function governs the stability for any coupling strength \(k\) and any coupling topology, where the effect of the topology is given by the eigenvalues of the adjacency matrix \(A\) [98].
Delay-coupled chaotic systems have been investigated with the three-dimensional Lorenz and Rössler oscillators. Depending on the parameter values for $k$ and $\delta$, the coupled systems can display chaotic or regular dynamics such as periodic cycles and amplitude death [99]. For general $m$-dimensional system, the so-called odd number rule has been proved in rings [100] and globally connected networks [101]. This rule states that amplitude death never occurs for any diffusive time-delayed coupling if the Jacobian of the isolated system has an odd number of real positive eigenvalues. A similar rule also holds for a single systems with delayed feedbacks [102]. Further, analytical works provided necessary and sufficient conditions for synchronization and amplitude death in $m$-dimensional systems with time-delayed coupling [50, 60, 103, 104]. There is evidence that chaotic systems cannot be synchronized if the coupling delay is much larger than the characteristic time scale of the isolated system [105].

Even though some of the models discussed above include feedbacks, the main focus of these works is on the influence of the delayed interaction between the autonomous systems. However, after Pyragas demonstrated that a delayed feedback can stabilize periodic orbits in chaotic systems [106], this Pyragas control attracted a lot of attention [102, 107–109]. The amplitude death related stabilization of a chaotic system by delayed feedbacks has first been demonstrated experimentally in a NH$_3$ laser [110]. Later, this effect has been analyzed numerically in Lorenz and Rössler oscillators [111, 112]. Similarly to the Stuart-Landau oscillators, amplitude death occurs inside death islands in the $(k, \delta)$-plane.

### Coupled delay systems

In the previous section, we already discussed delayed feedbacks in chaotic systems. This sections deals with systems in which an internal time-delay of the node gives rise to complex dynamics. It was already noted that even scalar equations with time-delays can display high-dimensional dynamics. Maybe the most prominent examples for such equations are the Mackey-Glass [38, 39],

\[
\dot{x} = \frac{ax^\tau}{1 + (x^\tau)^c} - bx, \tag{2.25}
\]

and the Ikeda model [40],

\[
\dot{x} = -x + a \sin(x^\tau - b). \tag{2.26}
\]

The Mackey-Glass model was introduced to describe the blood production in patients suffering from leukemia and the Ikeda model has been used to describe an optical bistable resonator. Both models are famous for exhibiting delay-induced chaos.

In unidirectional, undelayed coupled delay systems with identical delays, different forms of synchronization have been found, such as complete (CS) [113–115], anticipating (AS) [116], lag (LS) [117] and phase synchronization (PS). In systems with different delays, general synchronization (GS) has been observed [115, 118, 119].
Here, we denote the dynamical variable of the responding system, which receives the signal from the driving system, by $y$ and the variable of the driving system by $x$. Then CS refers to states $y(t) = x(t)$, AS to $y(t) = x(t + \tau)$, LS to $y(t) = x(t - \tau)$, where $\tau$ is the internal node delay. PS means that the phases are in synchrony, but the amplitudes are still chaotic, and GS means that the dynamic of the responding system is completely determined by the driving system, but the relation between the two dynamic variables might be arbitrarily complicated. Hence, synchrony is not observed between driving and responding systems, but two responding system would display completely synchronized dynamics.

All these studies only considered the undelayed coupling of two delay systems. A model of two delay-coupled delay systems is discussed in the next section. However, none of these works considered the effect of network structures.

**Delay-coupled delay systems**

Studies on delay-coupled delay systems are rare. Amplitude death has been studied in two delay-coupled delay systems [66]. The death regions in the $(k, \delta)$-plane has been obtain numerically, where $\delta$ refers to the coupling delay and $\tau$ to the internal delay of the node dynamics. However, the interplay between the two different kinds of delays $\tau$ and $\delta$ is not studied. Further, only two systems are coupled, so that relations between network topology and dynamics is not studied as well.

Systems with multiple delays are known to display complex stability patterns in the delay parameter space. Such patterns have been observed in chaotic system with multiple delayed feedbacks [111, 120, 121] and in networks of coupled oscillators, where both delays appear in each connection [122]. A common finding in all these works is that multiple delays allow the stabilization of a steady state even for large delays, whereas large delays usually prohibit amplitude death in systems with a single delay. Further, the stability patterns are symmetric in both delays, because both delays are of the same type, so that exchanging the delays does not change the system. When considering the internal and the coupling delay in delay-coupled delay oscillators, this symmetry is broken and we might expect more complex relations between the stability patterns and the network topology as compared to the model in which both delays appear in the coupling. Such a model is studied in the following.
3 The generalized flow model

In this thesis, we analyze a generalized network model with delayed flows between nodes and delayed production on nodes. For simplicity, we assume that the number of incoming links $d_{in}^i$ and the number of outgoing links $d_{out}^i$ are identical for each node $i$, such that $d_{in}^i = d_{out}^i = d_i$. Note that this includes all undirected networks.

Each node is described by an internal dynamical variable $X_i$, which for instance might represent the number of individuals in an ecological system or the number of RNA molecules in a gene regulatory network. In the following, we refer to the variables $X_i$ as the load on node $i$. The load may increase due to an auto-catalytic process which involves a growth delay $\tau$ and is described by the growth function $G$. For instance, in an ecological system, the increase of the population size depends on the number of sexually mature individuals, which is represented by the load $X$. However, the increase of sexually mature individuals is delayed by the time $\tau$ needed for the development and maturation of the fertilized egg. In contrast, we assume that loss due to mortality, which is described by the function $L$, only depends on the actual number of mature individuals. We now assume that there are separate populations on different patches represented by the nodes of the network. If there is a link from node $j$ to node $i$, a certain fraction $F$ of the individuals from patch $j$ moves to patch $i$. However, moving between patches takes a travel-time $\delta$. Hence, the number of mature individuals on patch $i$ changes by

$$\dot{X}_i = G(X_i^\tau) - L(X_i) + \sum_j \left( A_{ij} F(X_j^\delta) - A_{ji} F(X_i) \right), \quad (3.1)$$

where $X^\tau = X(t - \tau)$, and $G$, $L$ and $F$ are positive functions. As long as the functions are not specified, we refer to Eq. (3.1) as the generalized or the structural model.

We assume that the flow function $F(X)$ is increasing, so that unequal loads on two bidirectionally coupled nodes generate an equilibrating net flow. For networks with $d_{in}^i = d_{out}^i$, nodes with a comparable small load receive net inflows, whereas the outflows are larger than the inflows for nodes with a comparable large load. Thus, if the functions $G$ and $L$ are identical for all nodes, it is reasonable to consider a homogeneous steady state, in which all node loads $X_i^*$ are identical, with $X^*$ satisfying the steady state condition for the isolated node, so that $G(X^*) = L(X^*)$.

The rest of this thesis deals with the stability analysis of such a homogeneous steady state of Eq. (3.1), where we avoid further restrictions on $G$, $L$ and $F$ by applying the generalized modeling approach.
3.1 Parametrization of the Jacobian

In the generalized modeling approach, a structural model such as in Eq. (3.1) is analyzed by a direct parametrization of the Jacobian. In order to obtain interpretable parameters, the model equations are normalized to an assumed steady state. The normalized equations depend on characteristic rates, which provide the first set of parameters. Furthermore, the Jacobian depends on the derivatives of the normalized functions, which provide the second set of parameters [9].

We have seen that it is reasonable to assume that the system described by Eq. (3.1) has a homogeneous steady state with 

\[ X_i^* = \text{constant} \]

for all nodes \( i \) and that \( G(X^*) = L(X^*) \). Using \( X^* = X^\tau = X^\delta \), we normalize Eq. (3.1) by introducing the normalized variables \( x_i = X_i / X_i^* \) and the functions

\[
g(x) = \frac{G(xX^*)}{G(X^*)}, \quad l(x) = \frac{L(xX^*)}{L(X^*)}, \quad f(x) = \frac{F(xX^*)}{F(X^*)},
\]

so that we obtain

\[
\dot{x}_i = \alpha (g(x_i^\tau) - l(x_i)) - d_i \beta f(x_i) + \beta \sum_j A_{ij} f(x_j^\delta),
\]

where \( \alpha = G^*/X^* = L^*/X^* \) and \( \beta = F^*/X^* \) are constant parameters that describe characteristic turnover and flow rates, respectively. The turnover rate is defined by the ratio of the steady state growth and loss rates to the steady state load. And the flow rate is defined by the ratio of the steady state flow to the steady state load. Thus, both parameters \( \alpha \) and \( \beta \) are positive quantities that have a direct interpretation in terms of the unnormalized system.

The Jacobian of the normalized system depends on the derivatives of the normalized functions with respect to the normalized loads, which are introduced as the second set of parameters

\[
g' = \frac{\partial g}{\partial x} \bigg|_{x=1}, \quad l' = \frac{\partial l}{\partial x} \bigg|_{x=1}, \quad f' = \frac{\partial f}{\partial x} \bigg|_{x=1}.
\]

Here, we follow a terminology from metabolic control theory and denote these quantities as elasticities [123]. Alternatively, we might denote them as exponent parameters, because the elasticity of a power law function \( F(X) = X^p \) is given by the exponent \( p \). Even for general functions, the elasticities can be interpreted in the context of the original system, because they are the logarithmic derivatives of the unnormalized quantities, as can be seen from the equation

\[
g' = \frac{\partial g}{\partial x} \bigg|_{x=1} = \frac{X^* \partial G}{G^* \partial X} \bigg|_{X=X^*} = \frac{\partial \log G}{\partial \log X} \bigg|_{X=X^*}.
\]

With the parameters obtained above, the elements of the Jacobian \( \mathbf{J} \) are given by

\[
J_{ii} = \alpha (g'e^{-\lambda \tau} - l') - d_i \beta f' =: J_i^i, \\
J_{ij} = \beta f'e^{-\lambda \delta} A_{ij} =: J^i A_{ij}.
\]

(3.6)
Note that the Jacobian only depends on the product of $f'$ and $\beta$, so that both quantities do not appear independently in the equations. Therefore, we introduce the effective coupling strength $k := \beta f'$, which we assume to be positive. Also, the loss elasticity $l'$ is assumed to be positive. Further, we normalize the time-scale by setting $\alpha = 1$.

In the following sections, we study the stability of some simple special cases by utilizing properties of the Laplacian matrix. For this purpose, we rewrite $J$ in matrix form,

$$J = (g' e^{-\lambda \tau} - l')I - k(D - Ae^{-\lambda \delta}),$$

where $I$ is the identity matrix and $D$ is the diagonal matrix with $D_ii = di$. We define $L(\lambda) := D - Ae^{-\lambda \delta}$ and note that $L = L(0)$ is the graph Laplacian. In order to calculate the roots of the characteristic polynomial $P(\lambda) = \det(\lambda I - J(\lambda))$, we substitute $\lambda - (g' e^{-\lambda \tau} - l')$ with $z$, so that $P(z) = \det(zI + kL(\lambda))$. Thus the roots of $P(z)$ are given by $-k \text{Ev}(L(\lambda))$, where $\text{Ev}(L(\lambda))$ denotes the eigenvalues of $L(\lambda)$. The back-substitution yields

$$\lambda = (g' e^{-\lambda \tau} - l') - k \text{Ev}(L(\lambda)).$$

This equation relates the dynamics of the system to the structure of the network, where the structural information is captured by the eigenvalues of the matrix $L(\lambda)$. However, this matrix depends on the eigenvalue $\lambda$ and the coupling delay $\delta$, so that a complete decoupling of structure and dynamics is not possible in general.

### 3.2 Comparison with other models

The coupling in our model differs from the coupling in most other models. Comparing our model, described by Eq. (3.1), with Eq. (2.21),

$$x_i(t + 1) = f(x_i(t)) + \frac{k}{di} \sum_j A_{ij}(f(x_j(t)) - f(x_i(t))),$$

we note that in the latter case the coupling strength is divided by the degree of the node. Hence, in these models only the average of the inputs of all incoming signals influences the node dynamics, whereas the inputs are added in our model. Thus, in our model a node that has two identical neighbors behaves differently than a node that is connected only to one of them. In most other models, the node behaves identically in both cases. Modifying our model accordingly results in

$$J = (g' e^{-\lambda \tau} - l' - k)I + kA'e^{-\lambda \delta},$$

with $A'_{ij} = A_{ij}/di$. This Jacobian has the same structure as Eq. (3.7) for a degree-homogeneous network. Thus, all networks of the type of Eq. (3.9) can be studied accordingly to degree-homogeneous networks in our model. In chapter 4, we see
that for our model, the analysis of degree-homogeneous networks is easier than the analysis of degree-heterogeneous networks. However, in chapter 5, we also study degree-heterogeneous networks.

The more common models of the type of Eq. (3.9) might be suitable to describe signal transmission. In order to describe systems in which matter is transported between nodes, we should assume a conservation of flow, which is violated in the common models. Hence, such systems are better described by our model.

### 3.3 The single node

In order to be able to compare the stability of networks with the stability of isolated nodes, we first study a single isolated node by considering the case of vanishing coupling strength, $k = 0$. Thus, Eq. (3.8) becomes

$$\lambda = g' e^{-\lambda \tau} - l'. \quad (3.11)$$

Without delay, the system is stable for $g' < l'$ and unstable otherwise. The system with delay can be analyzed by expressing Eq. (3.11) with the Lambert function (Sec. 2.3) as

$$\lambda = \frac{1}{\tau} W \left( g' \tau e^{\lambda \tau} \right) - l'. \quad (3.12)$$

For $g' = l'$, we see that $\lambda = 0$, because $W(xe^x) = x$ by definition. Further, we see that at least one eigenvalue $\lambda$ is positive for $g' \geq l'$, because the principle branch of $W$ is increasing for positive arguments. Hence, as the system without delay, the delay system is unstable for all $g' > l'$.

Below, I show that systems with $|g'| < l'$ are stable for all network topologies, including the single isolated node\(^1\). Thus, in both cases, $|g'| < l'$ and $g' > l'$, the stability of a single node is independent of the delay $\tau$. By contrast, the stability is delay dependent for $g' < -l'$.

For $g' < -l'$, the system is stable for $\tau = 0$, because $\lambda = g' - l' > 0$. However, if $\tau$ increases above a bifurcation point $\tau^*$, the system becomes unstable. The calculation of this critical delay $\tau^*$ is demonstrated in the book “From Clocks to Chaos” by Leon Glass and Michael Mackey [125]\(^2\). The stability changes if the leading eigenvalue crosses the imaginary axis. In order to find such bifurcations, Eq. (3.12) is separated into its real part $\kappa$ and its imaginary part $\omega$, so that $\lambda = \kappa + i\omega$. By setting $\kappa = 0$, we obtain the bifurcation condition

$$0 = g' \cos(\phi) - l', \quad (3.13)$$

$$\omega = -g' \sin(\phi), \quad (3.14)$$

\(^1\)This stability condition can also be obtained from a more general result from Hale et al.[124].

\(^2\)In the book by Mackey and Glass the parameters $g'$ and $l'$ are replaced by $B$ and $-A$, respectively. However, the stability conditions are lacking the restriction $A + B < 0$. 
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Figure 3.1: Calculating the bifurcation points for an isolated node with $g' < -l' \leq 0$. We are only interested in solutions for which Eq. (3.14)) provides $\omega > 0$ (a). Therefore, we only consider solutions of Eq. (3.13) (intersections of $g' \cos(\phi)$ and $l'$ in (b)), which are inside the light gray area. We find infinitely many solutions $\phi^*_r$ with $\phi^*_r = \phi^* + 2\pi r$, $\phi^* = \cos^{-1}(l'/g')$ and an integer $r$.

with $\phi = \omega \tau$. We are only interested in solutions of Eq. (3.13) for which Eq. (3.14) provides $\omega > 0$. Noting that we only consider $g' < 0$, the corresponding solutions of $\phi$ lie inside the intervals $[2r\pi, (2r + 1)\pi]$, with an integer $r$ (Fig. 3.1). Thus, they are given by $\phi^*_r = \cos^{-1}(l'/g') + 2\pi r$. Inserting $\phi^*_r$ into Eq. (3.14) provides $\omega = \sqrt{g'^2 - l'^2}$, and we find the bifurcation delays

$$\tau^*_r = \frac{\cos^{-1}(l'/g') + 2\pi r}{\sqrt{g'^2 - l'^2}}. \quad (3.15)$$

The system becomes unstable if $\tau$ increases above the smallest $\tau^*_r$. Hence, the stability border of the isolated single node is given by $\tau^* = \tau^*_0$.

In summary, an isolated node is unstable for $g' > l'$ and stable for $|g'| < l'$. For $g' < -l'$, the node is stable for $\tau < \tau^*$ and unstable otherwise.
3.4 Networks without delays

Now, we consider a network of coupled delay systems, described by Eq. (3.7). However, here we restrict our analysis to networks without coupling delays, so that $\delta = 0$. For $\delta = 0$, equation (3.8) becomes

$$\lambda = g' e^{-\lambda \tau} - l' - k \text{Ev}(L).$$

(3.16)

Recall that the smallest eigenvalues of the graph Laplacian $L$ is 0 and all other eigenvalues are larger or equal to 0. In order to obtain the leading eigenvalue from Eq. (3.16), we need to choose $\text{Ev}(L) = 0$. Hence, the leading eigenvalue of networks with $\delta = 0$ is identical to the leading eigenvalue of the single node. Thus, the stability of the network is given by the stability of the single isolated node, which has been discussed in the previous section.

Choosing the eigenvalue $\text{Ev}(L) = 0$, we see that all eigenvalues of the single node systems are also eigenvalues of the network with $\delta = 0$. However, the opposite is not true, because the other eigenvalues of $\text{Ev}(L)$ give rise to additional eigenvalues in the network system. Hence, without coupling delay, the network system can only be less stable than the isolated node.

If $\tau = \delta = 0$, the leading eigenvalue of a network is given by $g' - l'$. Therefore, the systems are stable for $g' < l'$ and unstable otherwise. Thus, the stability of all undelayed networks is identical to the stability of the undelayed isolated node.

3.5 A sufficient condition for instability

After, we discussed the special cases of networks with vanishing delays, this section deals with a sufficient condition for instability of networks with non-vanishing delays.

Lacking a rigorous proof, I formulate the conjecture that all networks that are described by Eq. (3.7) are unstable for $g' > l'$. In order to motivate this proposal, I present numerical results showing that the leading eigenvalue of an isolated node, which is real and positive, remains real and positive if several of these nodes are coupled in a network. Admitting that numerical results are only obtained for a small number of different networks and parameters, I refer to section 5.1.2, where the proposal is tested for a much larger number of different configurations.

By setting the coupling strength $k$ to zero, any network decomposes into isolated nodes. For $g' > l'$, the leading eigenvalue of the isolated node is real and positive and can be calculated with Eq. (3.12) by using the principle branch of the Lambert function. While increasing $k$ from 0 to 10, we follow this eigenvalue by a numerical continuation. The parameters of the isolated node are fixed to study the effect of different network topologies and coupling delays. Therefore, all lines collide at $k = 0$. However, other choices of $g'$, $l'$ and $\tau$ provide qualitatively the same results. We observe that the eigenvalue approaches 0 faster for networks with large numbers of links (Fig. 3.2(a)). Topological differences between random networks with the same
number of links seem to have only a minor influence on the eigenvalue, which is only visible for small \( k \). Eigenvalues also approach 0 faster for large coupling delays \( \delta \) (Fig. 3.2(b)). In all cases, we observe that the eigenvalue remains real and does not change its sign. This has also been observed in much more general networks, such as in weighted networks with randomly distributed delays. These results confirm our conjecture that the network coupling cannot stabilize nodes with \( g' > l' \).

### 3.6 A sufficient condition for stability

Finally, I prove that all networks described by the Jacobian from Eq. (3.7) are stable for \( |g'| < l' \). For this purpose, I apply the Gershgorin circle theorem that states that all eigenvalues of a complex matrix \( M \) lie inside circles in the complex plane, where each row or each column of the matrix gives rise to one circle. The center of the circle of row \( i \) is given by the diagonal element \( M_{ii} \); the radius is given by the sum of the absolute values of the off-diagonal elements in the row: \( R_i^G = \sum_{j \neq i} |M_{ij}| \) [126].

Applying the theorem to the Jacobian from Eq. (3.7) and considering only the row \( i \), the radius of the Gershgorin circle is \( R_i^G = |kd_i \exp(-\lambda \delta)| = kd_i \exp(-\kappa \delta) \), with \( \kappa = \text{Re}(\lambda) \). The center of the circle is at \( D_i^G = g' \exp(-\lambda \tau) - l' - kd_i \). For complex \( \lambda \) with unknown imaginary part \( \omega \), the center itself lies on a circle around
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Figure 3.3: Sufficient stability condition for delay systems. All eigenvalues of a matrix $M$ have to lie inside Gershgorin Circles with radii $R^G$ around points $C$ (dotted green). For delay systems the Jacobian matrix depends on the unknown eigenvalue $\lambda$ with real-part $\kappa$. Therefore, the radii depend on $\kappa$ and the centers $C$ themselves lie on circles with radii $R^T(\kappa)$ around points $D$ (dashed orange). Thus, all eigenvalues lie inside circles with radii $R(\kappa) = R^T(\kappa) + R^G(\kappa)$ around points $D$ (solid black). The radii $R(\kappa)$ is decreasing with respect to $\kappa$. Hence, if $D$ is negative and $R(0) < D$, no eigenvalues with positive real-part can exist and the system is stable.

$D_i = -l' - kd_i$ with radius $R^T = |g'| \exp(-\kappa \tau)$. We denote the sum of this radius and the radius from the Gershgorin theorem by $R_i = R^G_i + R^T_i$. Hence, all eigenvalues have to lie inside circles around $D_i$ with radii $R_i(\kappa)$ (Fig. 3.3). Note, that $R_i(\kappa)$ is strictly decreasing.

In order to show that all network are stable for $|g'| < l'$, we assume that an unstable network exists. An unstable network has a leading eigenvalue with positive real-part $\kappa$. But then, the radius $R_i(\kappa) < R_i(0)$ and no eigenvalues with real-parts larger than $D_i + R_i(0) = |g'| - l' < 0$ can exist. Hence, all eigenvalues must have negative real-parts. This contradicts the assumption that the leading eigenvalue has a positive real-part and thus shows that all networks are stable for $|g'| < l'$. 
3.7 Summary

In this chapter, I demonstrated the extension of generalized modeling to delay networks by applying it to a system of delay-coupled delay oscillators (Sec. 3.1). The nodes are coupled by conserved flows between them. However, the more common case that only the average input of a node influences the node dynamics, results in a similar model. Such models can be analyzed analog to the case of degree-homogeneous networks in our model (Sec. 3.2).

By studying our model, we justified a conjecture that all networks are unstable for $g' > l'$ (Sec. 3.5). Further we found that all networks are stable for $|g'| < l'$ (Sec. 3.6). In contrast, we will see that the stability depends on the topology and on the delays for $g' < -l'$. However, for vanishing coupling delays, $\delta = 0$, the stability of the network is given by the stability of the single node system (Sec. 3.4), which is stable for $\tau < \tau^*$ and unstable otherwise (Sec. 3.3). In the following, we study the topology and delay dependent stability of networks with $g' < -l'$. 
4 Degree-homogeneous networks

In this chapter, we restrict our analysis to degree-homogeneous networks, i.e. networks in which all nodes have the same number of links, so that \( d_i = d_j \) for all nodes \( i \) and \( j \). For these networks, it is possible to decompose the Jacobian from Eq. (3.7) into \( N \) independent equations. This allows to calculate the bifurcation lines analytically. The analysis of degree-heterogeneous networks is postponed to chapter 5, where we apply a numerical method to determine the number of eigenvalues with positive real part.

In the previous chapter, we found that all networks with \( g' > l' \) are unstable (Sec. 3.5) and that all networks with \( |g'| < l' \) are stable (Sec. 3.6). Thus, we can restrict our analysis to the case \( g' < -l' \). We recap that the diagonal and off-diagonal elements of the Jacobian from Eq. (3.7) are given by

\[
J^d = g' e^{-\lambda \tau} - l' - d_i k, \quad (4.1) \\
J^o = k e^{-\lambda \delta}. \quad (4.2)
\]

For degree-homogeneous networks, all diagonal elements of \( J \) are identical. Hence, we can substitute all terms \( \lambda - J^d \) that occur in the characteristic polynomial by \( z \), so that \( P(z) = \det(zI - J^oA) \). Thus, the roots of \( P(z) \) are given by \( c_i J^o \), with the \( N \) eigenvalues \( c_i \) of the adjacency matrix. The back-substitution gives \( N \) independent scalar equations,

\[
\lambda = J^d(\lambda) + c_i J^o(\lambda). \quad (4.3)
\]

In order to distinguish the eigenvalues of the adjacency matrix from the eigenvalues of the Jacobian, we refer to them as topological eigenvalues. These are in general complex. Therefore, we rewrite the eigenvalues as \( c = |c|e^{i\psi_c} \), where we denote \( \psi_c \) as complex phase of the topological eigenvalue and chose the domain as \([0, 2\pi)\).

Note that for \( c = 0 \), the system reduces to the single node system with \( l' \to l' - dk \). This case is qualitatively different from the generic case of \( c \neq 0 \) but won’t be treated below because it has already been discussed in section 3.3.

We study systems with topological eigenvalues \( c \neq 0 \) by calculating the bifurcation points. At a bifurcations point, the eigenvalue \( \lambda \) becomes purely imaginary, so that \( \lambda = i\omega \) and the exponential functions in Eq. (4.1) can be replaced by cosine and sine functions. By separating Eq. (4.3) into it’s real and imaginary part, we obtain

\[
0 = g' \cos(\phi) - l' - dk + |c|k \cos(\psi), \quad (4.4) \\
\omega = -g' \sin(\phi) - |c|k \sin(\psi). \quad (4.5)
\]
where $\psi := \omega \delta - \psi^c$.

In the following, we restrict our study to two independent parameters, where all other parameters are kept fixed. In this case, the bifurcation points constitute lines in the two-dimensional parameter space. First, we derive the bifurcation lines in the $(\tau, \delta)$-plane to study resonance between the two delays. Then, we investigate the effect of amplitude death that has been studied for undelayed oscillators. In order to be able to compare the results for our model of delay-coupled delay oscillator to known results for other delay-coupled systems, we calculate the bifurcation lines in the $(k, \delta)$-plane.

### 4.1 Bifurcation lines in the delay space: Tongues of instability

In order to calculate the bifurcation lines in the $(\tau, \delta)$-plane, we start from the Eqs. (4.4,4.5), which contain the three independent variables $\phi$, $\psi$ and $\omega$. Given a solution triplet $(\phi, \psi, \omega)$, there exists another solution triplet $(-\phi, -\psi, -\omega)$. Hence, it is sufficient to calculate the solutions with positive $\omega$. Further, we see that the equations are $2\pi$-periodic in $\phi$ and $\psi$. Thus, we can restrict $\phi$ and $\psi$ to an interval of size $2\pi$. With a given solution triplet $(\phi, \psi, \omega)$ from this interval, we find other solutions at $(\phi + 2\pi r, \psi + 2\pi s, \omega)$, with integers $r$ and $s$ enumerating the solutions branches. In contrast to the topological branches arising from the different eigenvalues of the adjacency matrix, we denote the $r$- and $s$-branches as delay branches. In the following, we use the notation: $\phi_r = \phi + 2\pi r$ and $\overline{\phi}_r = 2\pi(r + 1) - \phi$. For $r = 0$, the index is omitted.

In order to calculate the solutions for a single delay branch, we treat $\phi$ as a free parameter, solve Eq. (4.4) for $\psi$ and insert the result into Eq. (4.5). Thus, we obtain

$$
\psi^{L,R} = \pm \cos^{-1}(p(\phi))
$$

$$
\omega^{L,R} = -g' \sin(\phi) \mp |c| k \sqrt{1 - p(\phi)^2},
$$

with

$$
p = \frac{d}{|c|} + \frac{l' - g' \cos(\phi)}{|c| k},
$$

and the co-domain of $\cos^{-1}$ is $[0, \pi]$. The two solution branches L and R are denoted as left and right branch.

With the back-substitutions

$$
\tau = \frac{\phi + 2\pi r}{\omega(\phi)}
$$

$$
\delta = \frac{\psi(\phi) + \psi^c + 2\pi s}{\omega(\phi)}
$$

(4.10)
the Eqs. (4.6-4.8) provide a parametric representation of the bifurcation lines in the delay-plane. But in order to obtain real-valued solutions with \( \omega > 0 \), we have to restrict the domain of \( \phi \) and choose the according solution branch.

**Real solutions with positive \( \omega \)**

In order to obtain real-valued solutions from the Eqs. (4.6,4.7), we need to restrict the domain of \( p(\phi) \), so that \( |p(\phi)| \leq 1 \) (Fig. 4.1(a,c)). For the considered parameter space, \( g' < -l' \) and \( |c| \leq d \), we see from Eq. (4.8) that \( p(0) > 1 \) and has a minimum at \( \phi = \pi \). We denote the values of \( g' \) for which this minimum becomes 1 and -1 by \( g^t \) and \( g^b \), with

\[
g^{t,b} = -(d \mp |c|)k - l'.
\]

(4.11)

For \( g' > g^t \), \( p(\phi) > 1 \) for all \( \phi \) and no bifurcation lines arise. For smaller \( g' \), \( p(\phi) \leq 1 \) inside \([\phi^p, \phi^q] \) and for \( g' < g^t \), \( p(\phi) < -1 \) inside \( (\phi^q, \phi^p) \), with

\[
\phi^{p,q} = \cos^{-1}\left(\frac{l' + (d \mp |c|)k}{g'}\right).
\]

(4.12)

Hence, for \( g' > g^t \) no bifurcation lines arise, for \( g^b < g' < g^t \), \( \phi \) needs to be restricted to the interval \( I^p = [\phi^p, \phi^q] \) (Fig. 4.1(a)) and for \( g' < g^b \), \( \phi \) needs to be restricted to the two interval \( I^{q,1} = [\phi^p, \phi^q] \) and \( I^{q,2} = [\phi^q, \phi^p] \) (Fig. 4.1(c)).

Restricting \( \phi \) as described above only ensures that the solutions of the Eqs. (4.6,4.7) are real. In order to find solutions with positive \( \omega \), we need to further restrict \( \phi \) (Fig. 4.1(b,d)).

For \( g^b < g' < g^t \), \( \omega(\phi) \) is positive for \( \phi = \phi^p \) and changes sign at \( \phi^w \) and \( \overline{\phi^w} \) for the left and the right branch, respectively, where

\[
\phi^w = \cos^{-1}\left(\frac{l' + g'^2 - l'^2 + (d^2 - |c|^2)k^2}{2g'(l' + dk)}\right).
\]

(4.13)

Therefore, we restrict the domain of \( \phi \) to \( I^L = [\phi^p, \phi^w] \) for the left branch and to \( I^R = [\phi^w, \phi^q] \) for the right branch (Fig. 4.1(b)).

For \( g' < g^b \), the interval \( I^{q,2} \) only provides solution with negative \( \omega \), whereas \( \omega \) is positive inside \( I^{q,1} \) for both branches. Hence, for both branches, we restrict the domain of \( \phi \) to the interval \( I^q = [\phi^p, \phi^q] \) (Fig. 4.1(d)).

The two conditions \( g^b < g' < g^t \) and \( g' < g^b \) on \( g' \) can be translated into conditions on the topological eigenvalue \( c \). For this purpose, we introduce the quantity

\[
c^* = d + \frac{g' + l'}{k},
\]

(4.14)

and obtain the two conditions \(-|c| < c^* < |c| \) and \( c^* < |c| \). Therewith, we also see that only those topological eigenvalue that satisfy \( |c| > c^* \) give rise to bifurcation lines.
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Valid solutions of the Eqs. (4.6,4.7) only exist if $|p(\phi)| < 1$. For $g' < g_t = -1$, $p(\phi) < 1$ inside $[\phi^p, \phi^p]$ (gray areas). For $g' < g_b = -3$ (c,d), $p(\phi) < -1$ inside $[\phi^b, \phi^b]$ (dark gray area) and $\omega > 0$ inside $I^b = [\phi^b, \phi^b]$. For $g_b < g' < g^l$ (a,b), $\omega > 0$ inside $I^L = [\phi^l, \phi^l]$ for the L-branch (dashed orange lines) and inside $I^R = [\phi^R, \phi^R]$ for the R-branch (solid black lines). Other parameters: $l' = 0, k = 1, d = 2, c = 1$. 

Figure 4.1: Functions $p(\phi)$ (a,c) and $\omega(\phi)$ (b,d) for $g' = -2$ (a,b) and $g' = -3.5$ (c,d).
Figure 4.2: Bifurcation lines in the delay plane (Parameters as in Fig. 4.1). (a) For $-|c| < c^* < |c|$, the bifurcation lines give rise to tongues of instability, where the upper left border of a tongue is described by the L-branch of the Eqs. (4.6,4.7) (dashed orange lines) and the tips and the right part of the border are described by the R-branch (solid black lines). The tongues are enumerated by the indexes $(r, s)$ from Eqs. (4.9,4.10). (b) For $c^* < -|c|$, bifurcation lines for different $s$ merge.

4.1.1 Separated and merged tongues

From the Eqs. (4.6,4.7), we see that at the left domain border of $\phi$, where $p(\phi = \phi^p) = 1$, both branches of $\psi$ and $\omega$ are identical. Thus, the two branches are connected, and we obtain only a single bifurcation line for each pair of indexes $(r, s)$.

For $-|c| < c^* < |c|$, the right domain borders are given by $\phi^w$ and $\bar{\phi}^w$, respectively. There, $\omega$ becomes 0. Hence, according to the Eqs. (4.9,4.10), $\tau$ and $\delta$ get infinitely large. In this case, the bifurcation lines for different $(r, s)$ are separated and constitute borders of tongues (Fig. 4.2(a)). The upper left part of a border is described by the L-branch, whereas the tip and the right part of a border are described by the R-branch. The bifurcation lines at the bottom of figure 4.2(a) are described by the L-branch with $s = 0$. The according R-branch provides solutions with $\delta < 0$.

From section 3.4, we know that the system is stable for $\tau = \delta = 0$. Thus, the number of eigenvalues with positive real-part is zero, there. At a bifurcation line, two eigenvalues cross the imaginary axis, one with $\omega_1 > 0$ the other with $\omega_2 = -\omega_1$. Thus, whenever entering a tongue the number of eigenvalues with positive real-part increases. Hence, the system is unstable inside tongues. Between tongues there might be stable channels as such in figure 4.2(a) at the resonant delays $\tau = n\delta$, where $n$ is an integer.

For $c^* < -|c|$, the right domain border of $\phi$ is $\phi^q$, where $p(\phi) = -1$. There, $\omega$ is identical for both branches, but $\psi^L = \pi$ whereas $\psi^R = -\pi$. Thus, for tongues
with the same index \( r \), the left branch with index \( s \) is connected with the right branch with index \( s + 1 \). Hence, all tongues with the same index \( r \) compose a single connected bifurcation line. Therefore, no stable channels can exist between these lines (Fig. 4.2(b)).

In summary, we found that a topological eigenvalue \( c \) gives rise to bifurcation lines only if \( |c| > c^* \). For \(-|c| < c^* < |c|\), each delay branch, which is indexed by \((r, s)\), provides a separate bifurcation line bordering a tongue of instability (Fig. 4.2(a)). Stable channels can exist between these tongues. For \( c^* < -|c| \), bifurcation lines of the same index \( r \) are connected, so that they constitute a single bifurcation line going from \( \delta = 0 \) to infinity (Fig. 4.2(b)). Thus, the tongues are merged and no stable channels can exist between them.

### 4.1.2 Periodicity of the tongues

![Figure 4.3](image)

**Figure 4.3:** Tips and periodicity of the bifurcation lines (solid black lines) in the delay plane. The tip of a tongue is defined as the point on the bifurcation line at which \( \omega \) becomes maximal (orange circles). Not only the tips but any bifurcation point lies on a rectangular grid that connects corresponding points on different tongues (dotted green lines). However, except for the tips, this periodicity is hard to see because the grid constant depends on \( \omega \) and changes along the bifurcation line. Other parameters: \( c = d = 2, g' = -1, l' = 0, k = 1 \).
We already noted that every solution triplet \((\phi, \psi, \omega)\) can be mapped to another solution by shifting \(\phi\) and \(\psi\) by multiples of \(2\pi\). For a bifurcation point, which is characterized by a triplet \((\tau, \delta, \omega)\), this means that we find further bifurcation points at \((\tau + 2\pi/\omega, \delta + 2\pi/\omega, \omega)\). Hence, all these points lie on rectangular grids, best visible at the tip of the tongues (Fig 4.3). The periodicity is not that apparent at other points, because \(\omega\) and thus the grid constant changes along the bifurcation line.

Even though we restricted our analysis to degree-homogeneous networks, this periodicity is more general and also applies to degree-heterogeneous networks. Usually, a time delay \(\tau\) enters a Jacobian only through the function \(\exp(-\lambda \tau)\) that becomes \(2\pi/\omega\) periodic if the real-part of the eigenvalue vanishes. Hence, by shifting the delays by multiples of \(2\pi/\omega\) we obtain the same Jacobian and hence the same self-consistent eigenvalues.

The periodicity of the bifurcation points is a general property of delay systems that can be explained by the existence of periodic orbits at a bifurcation. At a bifurcation point \((\tau, \delta, \omega)\) there exists a purely imaginary eigenvalue \(\lambda = i\omega\). The eigenfunction \(y\) of this eigenvalue, describes a perturbation of the steady state, where the time evolution of the perturbation is given by \(y(t) = ye^{i\omega t}\). Hence, this solution describes a periodic orbit with period \(T = 2\pi/\omega\). It has been shown that a periodic orbit of a system with time delay \(\tau = \tau_0\) reappears at time delays \(\tau = \tau_0 + nT\), where \(n\) is an integer [127]. Thus, when shifting the delays \(\tau\) and \(\delta\) by multiples of \(T = 2\pi/\omega\), we find the same periodic orbit. That means, we find the same eigenfunction and eigenvalue and thus another bifurcation point.

In Figure 4.3, only the topological eigenvalues \(c = d\) gives rise to a set of tongues of instability. Therefore, it is sufficient to calculate only one tongue border, whereas the others borders can be obtained by the above mapping. However, in general, each topological eigenvalue can give rise to such a set of tongues.

The transformation that maps one tongue onto another deforms the tongue by stretching some parts and squeezing others. This phenomena has been described in detail for the mapping of a periodic orbits in a single delay system [127]. Here, we are interested in the consequences of this transformation for the stable channels between the tongues. Figure 4.4(a) shows the bifurcation lines for a large range of \(\tau\). The light gray areas mark those values of \(\tau\) for which the system is unstable for \(\delta = 2\). Apparently, the unstable areas expand with \(\tau\), whereas the stable areas shrink. The unstable areas are bordered by the two intersections of the line \(\delta = 2\) with the tongues \((r, 1)\). The positions of the two intersections are denoted as \(\tau^L_r\) and \(\tau^R_r\). Hence, the unstable area of the tongue \(r\) ranges from \(\tau^L_r\) to \(\tau^R_r\) and the stable area between the tongues \(r\) and \(r + 1\) ranges from \(\tau^L_{r+1}\) to \(\tau^L_r\). By applying the mapping, we can calculate the positions \(\tau^L_r\) from the position \(\tau^L_0\): \(\tau^L_r = \tau^L_0 + 2\pi r/\omega^L\), where \(\omega^L\) is the imaginary-part of the eigenvalue that becomes purely imaginary at \((\tau^L_0, \delta = 2)\). In the same way, \(\tau^R_r = \tau^R_0 + 2\pi r/\omega^R\). Hence, the width \(W_r\) of the stable
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Figure 4.4: Comparison of the periodic bifurcation lines with the corresponding eigenvalues. (a) Bifurcation lines for a fully-connected network with \( N = 10 \) nodes \((d = 9, c = 9)\). For \( \delta = 2 \), the system is unstable between \( \tau^L \) and \( \tau^R \) (gray areas). There, the leading eigenvalue is purely imaginary, and we denote the imaginary parts by \( \omega^L \) and \( \omega^R \), respectively. Both sets of delays \( \tau^{L,R} \) are periodic in \( \tau \) with periods \( 2\pi/\omega^{L,R} \). Because \( \omega^L > \omega^R \), the width of the unstable area increases with \( \tau \), whereas the width of the stable area decreases. (b) Real part of the eigenvalues that give rise to the unstable areas (obtained by numerical continuation). Whereas the intersections between eigenvalues and the zero-axis occur periodically, the eigenvalues show no periodicity for non-vanishing real-parts. Other parameters: \( g' = -1, l' = 0, k = 1 \).
area between the neighboring tongues $r$ and $r + 1$ is given by

$$W_r = \tau_1^L - \tau_0^R + r \left( \frac{2\pi}{\omega^L} - \frac{2\pi}{\omega^R} \right) = W_0 + r\Delta W. \quad (4.15)$$

We see from the first few tongues that the stable area decreases. Therefore, we know that $\Delta W$ is negative. Hence, for $r > -W_0/\Delta W$, the tongues $(r, 1)$ and $(r + 1, 1)$ overlap at $\delta = 2$, so that no stable area exist between these tongues.

The periodicity of the bifurcation lines, at which eigenvalues cross the imaginary axis, does not imply that the eigenvalues show a similar periodicity for non-vanishing real-parts. Figure 4.4(b) shows the real-parts of the eigenvalues that give rise to the first 7 tongues. The irregular behavior of the eigenvalues is best seen by the fact that the first four tongues are caused by a single eigenvalue branch, whereas there are new eigenvalue branches giving rise to the following tongues. This shows that the eigenvalues with non-vanishing real-part cannot be mapped as easily as the bifurcation lines.

### 4.1.3 Tip positions of the tongues

In order to investigate the stability for small delays, it is useful to calculate the position of the tongue tips. Further, we will see that the tip position provides information about the underlying topological eigenvalue. Instead of defining the tip as the point of the bifurcation line with the largest curvature, we define the tip as the position where $\omega$ becomes maximal (Fig. 4.3). The maximum of $\omega$ (Eq. (4.7)) lies on the R-branch at

$$\phi_{\text{tip}} = \cos^{-1}(q), \quad (4.16)$$
$$\omega_{\text{tip}} = (|c|k - g)\sqrt{1 - q^2}, \quad (4.17)$$

with

$$q = -\frac{l' + dk}{|c|k - g}. \quad (4.18)$$

Inserting Eq. (4.16) into the Eqs. (4.9,4.10) gives

$$\tau_{\text{tip}} = \frac{\cos^{-1}(q) + 2r\pi}{(k|c| - g')\sqrt{1 - q^2}}, \quad (4.19)$$
$$\delta_{\text{tip}} = \frac{\cos^{-1}(q) + (2s - 1)\pi + \psi_c}{(k|c| - g')\sqrt{1 - q^2}}. \quad (4.20)$$

For the parameter considered here, the first factor in the denominator is always larger than one. However, the second factor $\sqrt{1 - q^2}$ only provides real values for $|q| < 1$. We obtain the same restriction on $q$ if we consider that $q$ is the argument of the arcus cosine function in the nominator. Because $q$ is negative for the considered parameters, we only need to discuss the condition $q > -1$. We can rewrite this
condition as $|c| > c^*$, which is the condition for the existence of bifurcation lines. Thus, the Eqs. (4.19,4.20) tell us how the bifurcation lines vanish. If $q$ approaches $-1$ from above, the denominator approaches 0, so that $\tau_{\text{tip}}$ and $\delta_{\text{tip}}$ become infinitely large\(^1\). Hence, the tongues move to infinitely large delays before they finally disappear.

If we compare the functions for $\tau_{\text{tip}}$ and $\delta_{\text{tip}}$, we note that both are identical for $r = s$ and $\psi^c = \pi$. The condition $\psi^c = \pi$ means that the topological eigenvalue $c$ is real and negative. Hence, real negative topological eigenvalue give rise to tongues with tips on the diagonal of the delay plane.

4.1.4 Slopes of the tongue borders for large delays

We have seen that for $-|c| < c^* < |c|$, the bifurcation lines for different $(r, s)$ constitute separate tongues of instability, and stable channels can exist between them. The left and the right border of these tongues approach straight lines. The slope of these lines can provide information about the existence of stable channels for large delays. By expressing the bifurcation lines in the delay-plane as functions $\delta(\tau)$, the slopes of the tongue borders are given by the derivatives

$$
\frac{d}{d\tau} \delta(\phi) = \frac{\psi'(\phi)}{\omega'(\phi)} - \frac{1}{\omega(\phi)} - \frac{\psi + 2\pi s}{\omega(\phi)^2} \omega'(\phi),
$$

(4.21)

where we used the Eqs. (4.9,4.10).

In order to obtain the slopes of the left and the right part of the bifurcation lines for large delays, we need to choose $\phi$ so that $\omega$ from Eq. (4.7) approaches 0, which results in $\tau$ and $\delta$ from the Eqs. (4.9,4.10) diverging towards infinity. Thus, we have to calculate the slope of the L-branch at $\phi = \phi^\omega$ and the slope of the R-branch at $\phi = \phi^\omega$. For these $\phi$, the values of $\psi(\phi), \psi'(\phi)$ and $\omega'(\phi)$ are finite, whereas $\omega$ approaches 0. Therefore, the second terms in the nominator and in the denominator of Eq.(4.21) dominate the other terms, which can be neglected. Hence, the slope of the left and right branch are given by

$$
S_{\tau,s}^L = \frac{2\pi s + \psi^\omega + \psi^c}{2\pi + \phi^\omega},
$$

(4.22)

$$
S_{\tau,s}^R = \frac{2\pi s - \psi^\omega + \psi^c}{2\pi(r + 1) - \phi^\omega},
$$

(4.23)

with

$$
\psi^\omega = \psi^L(\phi^\omega) = -\psi^R(\phi^\omega) = \cos^{-1} \left( \frac{d}{|c|} - \frac{g^2 - l^2}{2|c|k(l' + dk)^2} \right).
$$

(4.24)

Considering that $\phi^\omega$ and $\psi^\omega$ are restricted to $[0, \pi)$, we find that $S_{\tau,s}^R \leq S_{\tau,s}^L$ for all parameters. Hence, the L-branch is left of the R-branch at least for sufficiently large delays.

\(^1\)For $s = 0$ and $\psi^c = 0$, only $\tau_{\text{tip}}$ approaches infinity, while $\delta_{\text{tip}}$ approaches a finite value.
In order to find a stable channel between two tongues for large delays, the right slope of one tongue needs to be smaller than the left slope of the other tongue (Fig. 4.5), whereas the offsets of the lines is only important if both slopes are identical. However, the offsets used in the figure 4.5(a) are calculated with

$$A_{L,s} = \delta_{s}^{L,R}(\phi) - S_{L,s}^{L,R}(\phi),$$

by choosing $\Delta = 10^{-8}$ for $A_{L,s}$ and $\Delta = 10^{-8}$ for $A_{R,s}$. Now we want to discuss the behavior of the slopes when the parameters approach the critical condition for vanishing tongues, $c^* = |c|$, and for merging tongues, $c^* = -|c|$. For this purpose, we recap that we only obtain valid solutions for the bifurcation lines if $\phi$ is between $\phi^p$ and $\phi^p$, where $p(\phi) \leq 1$ (Fig. 4.1(a,c)). Considering the case $c^* = |c|$, we find from Eq. (4.8) that in general, $p(\phi) > 1$ except for $\phi = \pi$, where $p(\phi) = 1$. An exception is the case $l' = 0, |c| = d$ and $c^* = |c|$, for which $p(\phi) = 1$ for all $\phi$. For $c^* = -|c|$, $p(\phi)$ becomes -1 at $\phi = \pi$ and solutions with $\omega > 0$
are only found for $\phi < \pi$. With these information, we can calculate the quantities $\phi^\omega$ and $\psi^\omega$ for the two cases $c^* = |c|$ and $c^* = -|c|$. Thus, we are able to calculate the slopes of the tongue borders for large delays when tongues are emerging and merging.

In general, if $c^* \to |c|$, $p(\phi)$ becomes 1 at $\phi = \pi$ and is above 1 otherwise. Inserting $\phi = \pi$ into the Eqs. (4.6,4.7) and using $p = 1$, we find that $\omega = 0$ and $\psi_L = 0$. Hence, for $g' < 0$ and $c^* \to |c|$, $\phi^\omega \to \pi$ and $\psi^\omega \to 0$. Inserting $\phi^\omega = \pi$ and $\psi^\omega = 0$ into Eqs. (4.22,4.23), we find that $S_{r,s}^L = S_{r,s}^R$. This means that if parameters are changed so that $c^*$ approaches $|c|$, the width of a tongue becomes infinitely narrow before the tongue finally disappears (Fig. 4.5(b)).

For $l' = 0$, $|c| = d$ and $c^* \to |c|$, i.e. $g'$ approaches 0 from below, the function $p(\phi)$ becomes 1 for all $\phi$. In this case, Eq. (4.13) can be simplified to

$$\phi^\omega = \cos^{-1}\left(\frac{g'}{2dk}\right). \quad (4.26)$$

Hence, for $g' \to 0$, $\phi^\omega \to \pi/2$, whereas $\psi^\omega \to 0$ as in the general case. Inserting $\phi^\omega = \pi/2$ and $\psi^\omega = 0$ into the Eqs. (4.22,4.23), we find that $S_{r,s}^L > S_{r,s}^R$, so that the width of the tongues is finite when the tongues disappear (Fig. 4.5(c)). However, because the tips move to infinitely large delays as $c^*$ approaches $|c|$, the width of tongues has no influence on the stability for finite delays.

If $c^*$ decreases down to $-|c|$, tongues merge. For $c^* = -|c|$, $\phi^r = \phi^\omega = \pi$, so that $p(\phi) = -1$ and $\omega(\phi) = 0$ for $\phi = \pi$ (Fig. 4.1). Inserting $p(\pi) = -1$ into Eq. (4.6) provides $\psi^\omega = \pi$. Therewith, the Eqs. (4.22,4.23) tell us that the slope of the left branch of the tongue $(r,s)$ is equal to the slope of the right branch of the tongue $(r+1,s)$. Thus, when tongues merge, the merging branches are parallel.

Note that the values of the slopes at the critical points, $c^* = |c|$ and $c^* = -|c|$, only depend on the tongue indexes $(r,s)$ and the complex phase of the topological eigenvalues $\psi^c$ and do not depend on the values of $g'$, $l'$, $k$, $d$ or $|c|$. Hence, there is an easy relation between the slopes and the underlying topological eigenvalue.

The figures 4.5(b,c) show the slopes of the two branches of different tongues for $l' = 0$ and $l' = 1$. The conditions $-|c| < c^* < |c|$ are equivalent to $-(dk+l') - |c| k < g' < -(dk+l') - |c| k$. For $l' = 1$, this gives $-5 < g' < -1$. Hence, for $g' > -1$, no tongues exist and the system is stable for all delays. Tongues emerge at $g' = -1$, but we see that the left and the right slopes are identical, i.e. the tongues are infinitely narrow (Fig. 4.5(b)). When decreasing $g'$, tongues become broader and different tongues may overlap as it happens for the tongues $(0,0)$ and $(1,1)$ at $g' = -3$. There, the stable channel between these tongues is closed. For $g' = -5$, tongues with the same index $s$ merge to a single bifurcation line, so that all remaining stable channels are closed. However, note that not all tongues of the network are shown in the figure and that most stable channel are closed earlier by other tongues. For $l' = 0$, the critical values for $g'$ are shifted right by 1 (Fig. 4.5(c)). In contrast to the case $l' > 0$, the tongues are of finite size before they disappear at $g' = 0$. 
The channel at slope 1 is particularly interesting because it gives the stability on the diagonal of the delay plane at \( \tau = \delta \). This channel is bordered by the right branch of the tongues \((r = i, s = i + 1)\) and by the left branch of the tongues \((r = i, s = i)\), with positive integers \(i\) (Fig. 4.5(a)). For \(c^*\) close to \(|c|\), \(S_{i,i+1}^R = (i + 1)/(i + 1/2) > 1\), and \(S_{i,i}^L = i/(i + 1/2) < 1\). For \(c^*\) approaching \(-|c|\) from above, \(S_{i,i+1}^R\) and \(S_{i,i}^L\) approach 1, so that the channel is closed. However, considering all topological eigenvalues of a network, the channel vanishes earlier due to negative or complex eigenvalues.

Here, we have seen that the calculation of the slopes of the tongue borders allows us to study the presence of stable channels between tongues. This is particularly useful if several topological eigenvalues need to be considered.

### 4.1.5 Summary

We derived a parametric representation of the bifurcation lines in the \((\tau, \delta)\)-delay space for degree-homogeneous networks. For these networks, the topology dependence is given by the eigenvalues of the adjacency matrix and each eigenvalue can in principle give rise to bifurcation lines, which are independent of the other eigenvalues. However, only those eigenvalues \(c\) give rise to bifurcation lines that satisfy the condition \(|c| > c^*\), where \(c^*\) depends on the parameters of the system.

Each bifurcation line is part of a set of bifurcation lines that is \(2\pi/\omega\)-periodic in the \(\tau\) and in the \(\delta\) delay, where \(\omega\) is the imaginary part of the eigenvalue that is purely imaginary on the bifurcation line (Sec. 4.1.2). We enumerate the bifurcation lines of such a set by the integers \(r\) and \(s\), so that the bifurcation line \((r,s)\) can be obtained by shifting the bifurcation line \((0,0)\) by \(2\pi r/\omega\) along the \(\tau\)-axis and by \(2\pi s/\omega\) along the \(\delta\)-axis.

For \(c^* < -|c|\), bifurcation lines of the same index \(r\) constitute a connected bifurcation line ranging from \(\delta = 0\) to infinity. Thus these lines are vertically aligned in the \((\tau, \delta)\)-plane. Right to the leftmost of these lines, network are unstable. For \(-|c| < c^* < |c|\), each bifurcation line \((r,s)\) borders a tongue of instability, who’s two ends approach infinitely large delays \(\tau\) and \(\delta\). Between these tongues, stable channels can exist (Sec. 4.1.1).

The tongues of instability can be characterized by the slopes of the two ends of the bordering bifurcation line and by the tip, which we define to be the point on the bifurcation line for which \(\omega\) becomes maximal. The tips provide us information about the stability for small delays, whereas the slopes of the tongue borders provide us information about the stability for large delays. Thus, the slopes of the tongue borders tell us if stable channels between tongues are possible (Sec. 4.1.4).

The tip position also provides us information about the underlying topological eigenvalue. The complex phase \(\psi^c\) of the eigenvalue \(c\) is given by the tip position \((\tau, \delta)\) through \(\psi^c = (\delta - \tau)/\omega\). Thus, all tongues with tips on the diagonal \(\tau = \delta\) arise because of real negative eigenvalues (Sec. 4.1.3).

This section dealt with the relation between a single topological eigenvalue and the corresponding bifurcation lines in the delay-space. But the stability of a network
can in principle depend on the full eigenvalue spectra. However, we already saw that eigenvalues violating the condition $|c| < c^*$ do not give rise to bifurcation lines. Further, some eigenvalues may give rise to bifurcation lines but may not influence the stability of the network. In order to get some basic insights into the stability of networks, we study the bifurcation lines of full eigenvalue spectra of some networks in the following sections.

### 4.2 Tongues and topology

In the previous sections, we studied the properties of the bifurcation lines for a given topological eigenvalue $c$. However, the adjacency matrix of networks has more than just one eigenvalue. Even though the bifurcation lines of different eigenvalues are independent of each other and thus can be studied separately, all bifurcation lines need to be considered to determine the stability of the system. In this section, we start with the stability analysis of a fully-connected network, including a discussion about the influence of the growth elasticities $g'$, which can be easily extended to other parameters. Next, by considering some special networks, we see that symmetric spectra of the topological eigenvalues give rise to symmetric stability patterns in the delay space. Finally, we discuss general stability properties of undirected networks.

#### 4.2.1 The fully-connected network

The stable areas of a fully-connected network are bordered by the bifurcation lines of the topological eigenvalues $c = d = N - 1$ and $c = -1$, which is $N - 1$ times degenerated. But all degenerated eigenvalue give rise to the same bifurcation lines. Thus, we only need to consider the two different eigenvalues $c = d$ and $c = -1$. In order to investigate the parameter dependence of the tongues of instability, we calculate the slopes of some tongue borders for large delays.

Figure 4.6(a) shows the slope of some tongues of a fully-connected network with $N = 3$ nodes. Further, the bifurcation lines are shown for four different values of $g'$. The topological eigenvalues of a fully-connected network with $N = 3$ nodes are $c = d = 2$ and $c = -1$. The tongues of the eigenvalue $c = d$ emerge for $g' \leq l' = -1$, but are not visible for $g' = -1$, because they are shifted towards infinitely large delays and they are infinitely narrow. Analogously, the diagonal $\tau = \delta$ is stable (Fig. 4.6(b)) for $g' = -2$, even though figure 4.6(a) suggest that a tongue of the eigenvalue $c = -1$ exist, whose borders have the slope 1 and should therefore cover parts of the diagonal.

When further decreasing $g'$ below $g' = -2$, the tongue $(0, 0)$ of the eigenvalue $-1$ broadens and moves to smaller delays (Fig. 4.6(c)). We already discussed that the tip of this tongue lies on the diagonal. Further, we see from (Fig. 4.6(a)) that this tongue opens around the diagonal and hence quickly closes the stable channel. For $g' = -4$ (Fig. 4.6(d)), the tongues for the eigenvalue $c = -1$ start to merge.
Figure 4.6: Bifurcation lines in the delay space \((g' = -2, -3, -4, -5 \text{ (b-e)})\) and their asymptotic slopes (a) for a fully-connected network with \(N = 3\) nodes. The slopes show when tongues emerge (at \(g' = -1\) and \(g' = -2\) for \(c = d\) (dashed orange line) and \(c = -1\) (solid black line)), when they merge (at \(g' = -5\) and \(g' = -4\)), and when they close stable channels between them (e.g. \(g' = -3, S = 0.5\)). Other parameters are \(l' = 1, k = 1\).
But stable channels might still exist, because the borders of neighboring tongues are parallel. However, all these channels are already covered by the tongues of the eigenvalue \( c = 2 \). For \( g' = -5 \) (Fig. 4.6(e)), the tongues of eigenvalue -1 already merged and constitute connected bifurcation lines, so that no stable channels are possible. Also the tongues of the eigenvalue 2 start to merge. But without the eigenvalue \( c = -1 \), there would be a stable channel around \( \tau = \delta \).

In this example, it seems like stable channels may only appear in a narrow parameter window. The range in \( g' \) from the emergence to the merging of the tongues of the eigenvalue \( c = 2 \) is 4 and most stable channels are covered by the emerging tongues of the eigenvalue \( c = -1 \). However, the range in \( g' \) between emergence and merging of tongues of an eigenvalue \( c \) is \( 2|c|k \) (Fig. 4.5(b)). The center of this area is at \( g = -dk - l \) and hence independent of \( c \) (Fig. 4.6(a)). For a fully-connected network this means that the range in \( g' \) between the first emergence of the tongues of the positive eigenvalue \( d \) and the emergence of tongues of the negative eigenvalue \( c = -1 \) is given by \( (d - 1)k \). Thus, the parameter range in which stable channels can exist increases with the degree \( d \).

We have seen that the analysis of the slopes of tongue borders allows us to study the exists of stable channels between tongues. Even if several topological eigenvalues give rise to bifurcation lines, the parameter regions in which stable channels exist can be easily obtained from figures plotting the slopes against the parameters. Further, even eigenvalues that give rise to bifurcation lines often do not influence the stability of the network and can therefore be neglected. This is discussed in more detail in the following sections.

### 4.2.2 General properties of undirected networks

Most networks that are studied throughout this thesis are undirected. This sections discusses some general properties of the spectra, the bifurcation lines, and the stability of undirected networks.

For unidirectional networks, the adjacency matrix is symmetric and the topological eigenvalues are real. In this case, the condition \(|c| > c^*\) constitutes a separation of positive and negative eigenvalues. Because the tips of the tongues \((i, i)\) of negative eigenvalues are always located at the diagonal \( \tau = \delta \), we refer to these sets of tongues as diagonal sets (DS), whereas the sets of tongues arising from positive eigenvalues are referred to as off-diagonal sets (OS).

The complex phase is either 0 for positive or \( \pi \) for negative eigenvalues. Thus, different OS and different DS only differ in the absolute values of \( c \). Therefore, it is interesting to study the influence of different absolute values of \( c \) while the complex phase \( \psi^c \) is fixed to 0 or \( \pi \).

Figure 4.7(c) shows the tongues of instability of the network shown in figure 4.7(a). For the chosen parameters, only two positive and two negative eigenvalues give rise to tongues of instability, because the other eigenvalues violate the condition \(|c| > c^* = 1 \) (Fig. 4.8(b)). Note that the eigenvalue -1 appears twice, so that the
Figure 4.7: Topological eigenvalues (b) and tongues of instability (c) of the undirected network shown in (a). The parameters used in (c) are $g' = -2, l' = 0, k = 1$. For these parameters, there are only two positive and two negative eigenvalues that give rise to tongues (outside the unit circle). The two positive eigenvalues give rise to the off-diagonal sets of tongues (solid black and dotted green lines). The two negative eigenvalues to the diagonal sets (dashed orange and long dashed violet lines). The tongues of the eigenvalues with the smaller absolute value (dotted green and long dashed violet lines) lie inside the tongues of the other eigenvalue with the same sign. Thus, only the largest positive and the smallest negative eigenvalue govern the stability of the network.

total number of eigenvalues equals the number of nodes $N = 8$. The tongues of the smaller positive eigenvalue lie completely inside the tongues of the larger positive eigenvalue. Similarly, the tongues of the larger negative eigenvalue lie inside the tongues of the smaller negative eigenvalue. Thus, only the largest positive and the smallest negative eigenvalue determine the stability border.

From figure 4.7(c), we followed that the bifurcation lines of an eigenvalue $c_1$, which has the same complex phase $\psi^c$ but a smaller absolute value than another eigenvalue $c_2$, lie inside the unstable area bordered by the bifurcation lines of the eigenvalue $c_2$. In section 4.5.2, we will see that this is not true in general. Nevertheless, when considering that each undirected degree-homogeneous network has at least one positive eigenvalue, $c = d$, and at least one negative eigenvalue that is smaller or equal to -1, the final conclusion that the stability is only governed by the largest positive and the smallest negative eigenvalue seems to be true in general.
4.2. Tongues and topology

Figure 4.8: Symmetries in the spectra and in the delay space. The symbols in (b) represent the topological eigenvalues of the corresponding networks in (a). All networks share the eigenvalue $c = d = 2$. Eigenvalues inside the gray circle don’t give rise to tongues. (c) The tongues of the eigenvalue $c = d$ (solid black line) appears in all networks. The second set of tongues of the square network is shifted by $\pi/\omega$ (dashed orange lines) along the $\delta$-axis. The two other sets of the hexagon network are shifted by $2\pi/3\omega$ and $4\pi/3\omega$ (dotted green lines) with respect to the $c = d$ set. The complex phase $\psi^c$ shifts the tongues along the $\delta$-axis. Other parameters are $g' = -1, l' = 0, k = 1$.

In undirected networks, the stability seems to be governed only by the largest positive and the smallest negative eigenvalue. Thus, we may ignore all but these two eigenvalues. Similarly, we may ignore complex topological eigenvalues as they arise in directed networks, if there exists another eigenvalue with the same complex phase $\psi^c$ but a larger absolute value. However, in directed networks, the complex phase of the eigenvalues is not restricted to two values. Thus, we may have to consider more than just two eigenvalues to study the stability. An example of such a situation can be found in the next section.

4.2.3 Symmetries in spectra and delay space

We already noted that there is a direct connection between the topological eigenvalues of a network and the tongues of instability. Therefore, we expect that symmetries in the eigenvalue spectra give rise to symmetries in the tongue pattern. Here, we want to demonstrate this by comparing the eigenvalue spectra with the tongue patterns
for the three small networks shown in figure 4.8(a), which we denote as triangle, square and hexagon.

All three networks are degree-homogeneous and share the eigenvalue $c = d = 2$. The triangle network is a fully-connected network with $N = 3$ nodes. Besides the eigenvalue $c = 2$ this network has two degenerated eigenvalue $c = -1$. However, these eigenvalues violate the condition $|c| > c^*$ and can be ignored. The square network is bipartite, and hence has a symmetric spectra with an eigenvalue $c = -2$. The other two eigenvalues are zero and do not give rise to bifurcation lines. The hexagon has three zero eigenvalues. The other three eigenvalues are at $2, 2 \exp \left( \frac{2 \pi}{3} i \right)$ and $2 \exp \left( \frac{4 \pi}{3} i \right)$. Thus, all eigenvalues of the three networks that give rise to bifurcation lines lie on a circle with radius 2 around the origin of the complex plane (Fig. 4.8(b)). Therefore, the eigenvalues only differ in the complex phase $\psi^c$.

As we have seen from the Eqs. (4.6-4.10), the complex phase $\psi^c$ only shifts the bifurcation lines by $\psi^c/\omega$ along the $\delta$-axis. Hence, the bifurcation lines of the eigenvalues $c = -2$ are shifted by $\pi/\omega$ with respect to the lines of the eigenvalue $c = 2$. Because tongues of a single topological eigenvalue already give rise to $2\pi/\omega$-periodic bifurcation lines, the two eigenvalues 2 and $-2$ give rise to a $\pi/\omega$-periodicity along the $\delta$-direction. Similarly, the three eigenvalues with $|c| = 2$ of the hexagon network give rise to the $2\pi/3\omega$-periodicity (Fig. 4.8(c)).

Note that the symmetries of the networks chosen in Fig. 4.8(a) are not the cause for the symmetries of the spectra. For instance, even non-symmetrical bipartite networks have a symmetric spectra and thus give rise to corresponding symmetries in the tongue patterns.

The symmetry of the spectra of degree-homogeneous bipartite networks give rise to an eigenvalue $c = -d$. Thus, we can expect that the dynamics emerging inside the corresponding tongues are related to the bipartite topology. A similar relation should exist for the complex eigenvalues of the hexagonal network. In contrast, the dynamics arising in tongues of the eigenvalue $c = d$ should not be related to any topological property except for the homogeneous degree. The dynamical states emerging inside individual tongues and inside overlapping tongues of different eigenvalues are studied in the following sections.

### 4.3 Dynamical states inside tongues of instability

The tongues of instability are related to the eigenvalues of the networks adjacency matrix. The corresponding eigenvectors point along the direction of the unstable perturbation. Therefore, an eigenvector of the adjacency matrix may provide information about the dynamical states arising if delays are chosen inside the corresponding tongues. In this section, we investigate the relation between the dynamical states and the corresponding tongues for a specific model of coupled Mackey-Glass systems. This also allows us to compare the analytical results for the generalized model to numerical simulations of a specific model.
It should be noted that once the steady state under investigation lost its stability other bifurcations that are not related to the steady state can change the dynamics of the system. Such bifurcations are not considered here. Thus, when changing parameters inside a tongue, we cannot expect the dynamics to remain qualitatively the same even if we do not cross any bifurcation line of the steady state. Therefore, in order to analyze the dynamics that is related to a certain tongue, we should choose delays close to the bifurcation line bordering the tongue. However, for the Mackey-Glass model we use here, we have not observed qualitative changes of the dynamics inside tongues.

In order to analyze the dynamical states arising inside tongues of instability, we simulate networks of delay-coupled Mackey-Glass systems described by the differential equations

\[ \dot{X}_i = \frac{aX_i^\tau}{1 + (X_i^\tau)^b} - cX_i + \epsilon \sum_j (A_{ij}X_j - A_{ji}X_i), \]  

(4.27)

with \( a = 2, b = 10, c = 1, \epsilon = 10 \). For these parameters and small delays \( \tau \), the isolated Mackey-Glass system has a stable steady state at \( X = 1 \). At \( \tau = 0.471 \), the steady state becomes unstable and the systems evolves to a stable limit cycle. A sequence of period doubling bifurcation occurs for \( 1.33 < \tau < 1.68 \). For most larger delays \( \tau \), the system shows chaotic attractors [113].

We want to study the homogeneous steady state of the network, for which \( X_i = 1 \). Thus, the normalization of the generalized modeling approach keeps the system unchanged and the elasticities are given by the derivatives of the functions with respect to \( X \) at \( X = 1 \), so that we obtain \( g' = -4, l' = 1, k = \epsilon \).

### 4.3.1 Synchronous dynamics

Here, we study the case that the delays lie inside a single tongue, whereas the case in which the delays lie inside overlapping tongues is discussed in the next section.

Figures (4.9,4.10) show results for the bipartite square and the hexagonal network from figure 4.8(a). For each figure, subfigure (a) shows the bifurcation lines in the delay space and subfigures (b-d) show simulation results for some selected delay values marked in the delay space. The simulations are performed using the pydelay python tool [128]. In order to set the initial conditions, we need to define the history of the node loads \( X_i \) for \( t < 0 \). For this purpose, we set each point in the history to \( 1 + \xi \), where \( \xi \) is a uniform distributed random number between -0.5 and 0.5. Choosing the delays \( \tau \) and \( \delta \) outside tongues, the loads approach the steady state at \( X_i = 1 \) (Fig. 4.9(d)). Inside tongues, oscillatory dynamics emerge.

The tongues of the eigenvalue \( c = d = 2 \) are present in the square and in the hexagon network. The corresponding eigenvectors are of the form \((1, \ldots, 1)\). They describe perturbations in which all nodes behave identical. Because all other possible perturbations decrease, we expect the system to show in-phase synchronization. In fact, choosing the delay pair \( \tau = 0.25, \delta = 0.55 \), which lie inside the tongue \((0, 1)\) of
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Figure 4.9: Dynamical states inside tongues of the bipartite square network from Fig. 4.8(a). (a) Tongues of instability of the topological eigenvalues $c = 2$ (solid black lines) and $c = -2$ (dashed orange lines). (b-d) Time-evolution of the square network of delay-coupled Mackey-Glass systems. Shown are the loads $X_i$ for two neighboring nodes and the delays $\tau = 0.25, \delta = 0.55$ (b), $\tau = 0.25, \delta = 0.27$ (c) and $\tau = 1.8, \delta = 0.87$ (d). The three delay-tuples are marked in (a). The first two lie inside the tongues of the eigenvalue $c = d$ and $c = -d$, respectively. The last tuple lies outside tongues and the system evolves to the steady state (d). For the other delays, we observe in-phase (b) and anti-phase (c) synchronization.

Now we consider tongues of the eigenvalue $c = -d$ of the bipartite square network. Enumerating the nodes of the square network counter-clockwise, the corresponding eigenvector $(1, -1, 1, -1)$ hints to a dynamical state in which neighboring nodes oscillate in anti-phase. Indeed, we observe such oscillations for the delays $\tau = 0.25, \delta = 0.27$, which lie inside the tongue $(0, 0)$ of the eigenvalue $c = -2$ (Fig. 4.9(c)).

We already noted that the symmetric spectra, and therefore the eigenvalue $c = -d$, is related to the bipartite topology of the network. In bipartite networks, we can
mark the nodes with two different colors so that there are only links between nodes of different colors. In-phase synchronization is likely to appear in all topologies, because in such a state, all nodes get the same input from their neighbors and should therefore react in the same way. Similarly, anti-phase synchronization is likely to appear in bipartite networks. In such an anti-phase state, the nodes with the same color oscillate in synchrony. So, all nodes of the same color get the same input from their neighbors, which share the other color. Therefore, nodes of the same color should react identical to the identical input from their neighbors. In order to obtain self-amplifying oscillations, the phase shift between nodes of different colors should be either a full period, resulting in the in-phase state that occurs in all topologies, or half a period, resulting in the anti-phase state that is typical for bipartite networks. In the anti-phase state, the nodes of one color, let's say green, reinforce the anti-phase oscillations of the nodes of the other color, for instance red. The red nodes then reinforce the anti-phase oscillations of the green nodes, so that there is a positive feedback.

In the same way, we can explain the $\pi/\omega$-periodicity of the tongues. Considering the in-phase synchronized state, the travel-time delay $\delta$ needs to be close to $2n\pi/\omega$, where $n$ is an integer. Then the inflow and the internal oscillation of the nodes add up at least partially. If $\delta$ is reduced by $\pi/\omega$, the inflow and internal oscillation partially cancel each other. However, if neighboring nodes are oscillating in anti-phase the inflow adds to the internal oscillation again.

For bipartite networks, in-phase and anti-phase oscillations are similarly likely in some sense. However, when adding links between nodes of the same color, these links damp the oscillations of the connected nodes in the anti-phase state but will support the oscillations in the in-phase state. Hence, we expect the tongues causing the anti-phase oscillations to vanish.

Finally, we want to discuss the dynamical states emerging at the two sets of tongues of the hexagonal network that arise because of the eigenvalues $c = d \exp \left( \frac{2\pi}{3}i \right)$ and $c = d \exp \left( \frac{4\pi}{3}i \right)$. The corresponding eigenvectors are given by $v_n = \exp \left( \frac{2\pi}{3}ni \right)$ and $v_n = \exp \left( \frac{4\pi}{3}ni \right)$, respectively. Again, the nodes of the networks are enumerated counter-clockwise. Thus, nodes $i$ and $i + 3$ are in synchrony, whereas neighboring nodes are separated by a phase shift of $2\pi/3$. The two different synchronous states can be interpreted as clockwise and counter-clockwise traveling waves (Fig. 4.10(c,d)).

The $\delta$-shift of the tongues of the eigenvalues $c = d \exp \left( \frac{2\pi}{7}i \right)$ and $c = d \exp \left( \frac{4\pi}{7}i \right)$ with respect to the tongues of $c = d$, and the phase shifts between nodes can be explained in a similar way as for the bipartite network, by noting that the nodes of the hexagonal network can be marked by three different colors, so that nodes of one color only get inflow from nodes of a certain other color.

We have seen that symmetries in the topological eigenvalues are related to certain network properties, which can give rise to characteristic dynamics. For instance, anti-phase oscillations are likely to appear in bipartite networks. Since, we can relate tongues of instability to the different eigenvalues, we can also relate characteristic dynamics as in-phase and anti-phase synchronized states to the different tongues.
4.3.2 Multistability inside overlapping tongues

In the previous section, we studied the dynamical states evolving inside a single tongue. Here, we study the dynamical states for delays inside overlapping tongues. For this purpose, we consider the bipartite square network from the previous section and choose the delays \( \tau = 0.46, \delta = 0.75 \), so that they lie inside a tongue of the eigenvalue \( c = 2 \) and inside a tongue of the eigenvalue \( c = -2 \) (Fig. 4.11(a)).

Choosing random initial conditions such as in the previous section, we may observe irregular oscillations as shown in (Fig. 4.11(b)). However, for different simulations
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The dynamical states inside tongues of instability are characterized by specific growth and travel-time delays. Each tongue is defined by a pair of topological eigenvalues: $c = 2$ (solid black lines) and $c = -2$ (dashed orange lines). These eigenvalues indicate the stability of the system within the tongue.

- **Figure 4.11a**: Bifurcation lines of the topological eigenvalues $c = 2$ (solid black lines) and $c = -2$ (dashed orange lines). The boundaries of the tongues are marked with these eigenvalues.
- **Figure 4.11b-d**: Time-evolution of a square network of delay-coupled Mackey-Glass systems for three different initial conditions. Shown are the loads $X_i$ for two neighboring nodes and the delays $\tau = 0.46, \delta = 0.75$, which lie inside the tongue $(0,1)$ of the eigenvalue $c = 2$ and inside the tongue $(0,0)$ of the eigenvalue $c = -2$ (a).

The system exhibits in-phase or anti-phase synchrony depending on the initial conditions. Initializing the system with in-phase (Fig. 4.11(c)) and anti-phase (Fig. 4.11(d)) synchronized states, the synchronization remains unchanged. For noisy initial conditions, more irregular dynamics can emerge.

If delays are shifted so that they are close to a tongue border, the two corresponding eigenvalues of the Jacobian have a real-part close to 0. Hence, the positive eigenvalues of the other tongue will dominate the dynamics. For instance, if the delays are
chosen close to the border of the in-phase tongue of the eigenvalue \( c = d \) but well inside the anti-phase tongue of the eigenvalue \( c = -d \), we can expect the emergence of anti-phase synchronization when starting with random initial conditions.

If the real-parts of all eigenvalues of the Jacobian are similar, it is more likely to observe irregular dynamics such as in figure 4.11(b). Close to the intersection of two tongue borders, we may even expect chaotic behavior, because it is known that chaotic dynamics are generically present close to double Hopf bifurcations [11, 32].

Here, we studied dynamical states for delays which lie inside overlapping tongues. Depending on the initial conditions, we may observe dynamical states that are characteristic for the one or the other tongue. However, we may also observe more irregular dynamics, which may also include chaotic dynamics.

### 4.4 Stabilizing and destabilizing coupling

At the end of our analysis of the bifurcation lines in the delay space for degree-homogeneous networks, we want to compare the stability of a network with the stability of a single node system. Thus, we can investigate under which conditions the coupling has a stabilizing or destabilizing effect.

The stability of an isolated node has been studied in section 3.3. The bifurcation lines in the \((\tau, \delta)\)-plane are straight vertical lines at \( \tau_r^\ast \) (Eq. (3.15)). The stability transition occurs at \( \tau_r^\ast = \tau_0^\ast \). Bifurcations only exist for \( g' < -l' \), which is identical to the condition for the existence of bifurcation lines, \( c^\ast < |c| \), for a topological eigenvalue with \( |c| = d \).

Figure 4.12 compares the bifurcation lines of a fully-connected network with \( N = 3 \) nodes with the bifurcation lines of a single node. For the chosen parameters, only the topological eigenvalue \( c = d = 2 \) gives rise to tongues of instability, whereas the two times degenerated eigenvalue \( c = -1 \) of the fully-connected network violates the condition \( |c| > c^\ast \).

We know from section 3.4 that all bifurcation points of the single node system are also bifurcation points for networks with \( \delta = 0 \). Therefore, each point \((\tau_r^\ast, 0)\) must be crossed by a bifurcation line of the network system. Here, we see that in degree-homogeneous networks, these points are crossed by the bifurcation lines \((r, 0)\) of the eigenvalue \( c = d \). However, corresponding bifurcation lines also have to exist in degree-heterogeneous networks. We denote the lines that cross the points \((\tau_r^\ast, 0)\) as \textit{bottom bifurcation lines}. The line crossing \((\tau^\ast, 0)\) is also denoted as \textit{bottom stability border}.

Since bifurcation lines are \( 2\pi/\omega \)-periodic in the delay space, degree-heterogeneous networks not only give rise to bottom bifurcation lines that correspond to the lines in the degree-homogeneous networks but they give rise to a whole set of tongues that corresponds to the tongues of the eigenvalue \( c = d \). All these tongues need to obey the condition for existence of bifurcation lines for the single node system \( g' < -l' \).

Beside the fact that the bifurcation delays \( \tau_r^\ast \) of the single node system are identical
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Figure 4.12: Comparison of the stability of a fully-connected network with $N = 3$ nodes (solid black lines for R-branch and dashed orange lines for L-branch) and a single node system (dotted green lines). The light gray area mark parameter values for which a single node system is stable, otherwise it is unstable. The bifurcation delays $\tau^*_r$ of the uncoupled system are identical to the delays for which the bottom tongues $(r, 0)$ of the eigenvalue $c = d$ cross the x-axis. Further, these delays separate the L- and the R-branch of tongues $(r, s)$ connect. Even though, each topological eigenvalue gives rise to destabilizing tongues, the parameter space in which the coupling destabilizes otherwise stable nodes (inside tongues in gray area) is small compared to the areas in which the coupling is stabilizing (outside tongues in white area). Other parameters: $g' = -1, l' = 0, k = 1$.

The delays at which the bifurcation lines $(r, 0)$ of the eigenvalue $c = d$ cross $\delta = 0$, $\tau^*_r$ also marks the border between the L- and the R-branch for the tongues $(r, s)$. Whereas the right border of the tongue is always described by the R-branch, the left border is described by the R-branch for $\tau < \tau^*_r$ and by the L-branch for $\tau > \tau^*_r$.

Finally, we want to compare the stability of the uncoupled system with the stability of the network system. The comparison of the stability areas in figure 4.12 shows that there are only small areas where the coupling destabilizes otherwise stable nodes. In contrast, the coupling stabilize unstable nodes in a comparable large area. The phenomena of the stabilization of an unstable steady state by diffusive coupling is known as amplitude death and is studied more intensely in the next sections.
When choosing an appropriate ratio between the delays $\tau$ and $\delta$, stable systems can be found for arbitrarily large delays. However, for $\delta$ much larger than $\tau$ unstable nodes cannot be stabilized by the coupling. This might be related to the finding that chaos synchronization can never occur when the transmission delay is much larger than the characteristic time scale of the single node [105], which might be identified with the growth delay $\tau$. 
4.5 Bifurcation lines in the coupling space: Amplitude death

In mathematical models, amplitude death usually refers to the stabilization of an unstable steady state due to diffusive coupling [66]. This effect was first observed in coupled non-identical oscillators. Later, it was shown that amplitude death can occur in identical oscillators if the coupling is delayed [30]. In this section, we study amplitude death in systems of identical delay-coupled delay oscillators described by the Jacobian from Eq. (3.7). For this purpose, we calculate the stability borders in the $(k, \delta)$-plane, while the growth delay $\tau$ is chosen so that the uncoupled subsystems are unstable.

In order to calculate the bifurcation lines in the $(k, \delta)$-plane, we start with the Eqs. (4.4,4.5),

$$
0 = g' \cos(\phi) - l' - dk + |c| k \cos(\psi), \quad (4.28)
$$

$$
\omega = -g' \sin(\phi) - |c| k \sin(\psi). \quad (4.29)
$$

For $c = 0$, the equations are independent of $\psi$. Otherwise, Eq. (4.29) yields

$$
\cos^2(\psi) = 1 - \left( \frac{\phi + g' \tau \sin(\phi)}{|c|^2 k^2 \tau^2} \right)^2. \quad (4.30)
$$

By subtracting $|c| k \cos(\psi)$ from Eq. (4.28), squaring the resulting equation, and inserting Eq. (4.30), we obtain

$$
(d^2 - |c|^2) k^2 \tau^2 - 2dhk\tau + f^2 + h^2 = 0, \quad (4.31)
$$

with

$$
f = \phi + g' \tau \sin(\phi), \quad (4.32)
$$

$$
h = (g' \cos(\phi) - l') \tau. \quad (4.33)
$$

From Eq. (4.31), we see that the case $|c| = d$ needs to be treated separately from the case $0 < |c| < |d|$. The calculation of $k$ for the three cases $c = 0$, $|c| = d$ and $0 < |c| < |d|$ is demonstrated below.

Once $k$ is known, we can calculate $\delta$ by using the Eqs. (4.6,4.8,4.10), which provide the two branches

$$
\delta^{L,R} = \psi^{L,R}_{\phi} + \psi_c + \frac{2\pi s}{\phi} \tau, \quad (4.34)
$$

with

$$
\psi^{L,R}_{\phi} = \pm \cos^{-1} \left( \frac{d}{|c|} + \frac{l' - g' \cos(\phi)}{|c| k} \right). \quad (4.35)
$$

By considering that $\psi^L > 0$, $\psi^R < 0$ and $k > 0$, we see from Eq. (4.29) that we need to apply the L-branch for $f < 0$ and the R-branch otherwise.
The topological eigenvalue \( c = 0 \)

For \( c = 0 \), the Eqs. (4.28,4.29) are independent of \( \psi \), respectively \( \delta \). Hence, the bifurcation lines in the \((k, \delta)\)-plane are vertical lines, so that we only need to calculate \( k \). For this purpose, we set \( c = 0 \) in both equations and multiply Eq. (4.29) by \( \tau \) and use \( \phi = \omega \tau \). This provides

\[
\begin{align*}
k &= \left( g' \cos(\phi) - l' \right) / d, \\
\phi &= -g' \tau \sin(\phi) =: \Phi(\phi),
\end{align*}
\]

which is equivalent to

\[
k = \frac{1}{\tau} \frac{h}{d}, \quad f = 0.
\]  

(4.38)

We are only interested in solutions with \( k > 0 \). Therefore, we restrict \( \phi \) to the intervals \( I^k_r = [\phi^k_r, \phi^k_{r+}] \), with \( \phi^k = \cos^{-1}(l'/g') \) (Fig. 4.13(a)). Further, \( \phi \) needs

**Figure 4.13:** Calculation of the bifurcation lines in the \((k, \delta)\)-plane for \( c = 0 \). (a) According to Eq. (4.36), solutions with positive \( k \) only exist inside the interval \( I^k_r = [\phi^k_r, \phi^k_{r+}] \), where \( g' \cos(\phi) > l' \) (light gray areas). (b) The solutions \( \phi^{\psi_0, r} \) need to satisfy Eq. (4.37): \( \Phi(\phi) = \phi \) (\( \Phi \): solid black, \( \phi \): dashed orange line). In order to find a solution inside an interval \( I^k_r \), \( \Phi(\phi^k_r) \) needs to be larger than \( \phi^k_r \). The value of \( \phi^k_r \) can also be used as initial guess to obtain the solution numerically. Parameters: \( g' = -2, l' = 1, k = 1, d = 1, \tau = 5 \).
to satisfy the self-consistency condition from Eq. (4.37). \( \Phi(\phi) \) is monotonically
decreasing inside all intervals \( I^k_r \) (Fig. 4.13(b)). Thus, the largest value inside \( I^k_r \) is
given by \( \Phi(\phi^k_r) = \tau \sqrt{g^2 - l^2} \). Hence, valid solution inside \( I^k_r \) exist only if
\[
\phi^k_r < \tau \sqrt{g^2 - l^2}.
\] (4.39)

By using \( \tau^* = \phi^k / \sqrt{g^2 - l^2} \) (Eq. (3.15)), we see that an index \( r \) only provides a
solution if
\[
r < \frac{1}{2\pi} \sqrt{g^2 - l^2} (\tau - \tau^*).
\] (4.40)

Thus, in order to obtain at least one solution, \( \tau \) needs to be larger than the critical
delay \( \tau^* \) that gives the stability border of a single node system. Hence, if the single
node system is stable, topological eigenvalues \( c = 0 \) do not give rise to bifurcation
lines and thus do not influence the stability in a network.

The solutions \( \phi^{c_0,r} \) can be found by applying a numerical root-finding algorithm
to \( \phi + g'\tau \sin(\phi) \) with the initial guess \( \phi^k_r \). Inserting \( \phi^{c_0,r} \) into Eq. (4.36) provides
the solution \( k^{c_0} \).

In order to discuss the effect of amplitude death, we are most interested in the
bifurcation line separating the stable and the unstable parameter space. A system
can be stable for large \( k \) and is unstable if \( k \) is reduced below the largest \( k^{c_0} \).

In order to find the index \( r \) for which \( k^{c_0} \) is maximal, we note that the functions
\( \Phi(\phi) \) and \( k(\phi) \) are 2\( \pi \)-periodic. Thus, we can substitute \( \phi^{c_0,r} \) by \( \phi^{c_0,r} - 2\pi \) in the
argument of the functions of Eq. (4.36,4.37), so that we obtain \( \phi^{c_0,r} = \Phi(\phi^{c_0,r} - 2\pi r) \)
and \( k^{c_0} = k(\phi^{c_0,r} - 2\pi r) \). The arguments \( \phi^{c_0,r} - 2\pi r \) all lie inside \( I^k \). Because \( \Phi(\phi) \)
is decreasing inside \( I^k \) and \( \phi^{c_0,r} \) is increasing with \( r \), we find that \( \phi^{c_0,r} - 2\pi r \) is
decreasing with increasing \( r \). Further, \( k(\phi) \) is increasing inside \( I^k \), so that \( k^{c_0} \) also decreases
with increasing \( r \). Hence, the largest \( k^{c_0} \), which provides the stability border, is given
by \( k^{c_0} = k^{c_0}_{r=0} \).

In section 4.2.2, we suggested that the stability of an undirected degree-homogeneous
network is governed only by the largest positive eigenvalue \( c = d \) and the smallest
negative eigenvalue, which is smaller than \(-1\). Thus, the eigenvalue \( c = 0 \) does not
affect the stability of the network (see Sec. 4.5.2).

**Topological eigenvalues with \(|c| = d|\)**

The case \(|c| = d|\) includes the particularly important eigenvalue \( c = d \), which is
present in all degree homogeneous networks. Further, eigenvalues \( c = d\exp(i\psi) \)
appear in degree homogeneous networks with special properties, such as in the square
and the hexagonal network from figure 4.8.

For \( c = |d| \), Eq.(4.31) yields
\[
k = \frac{1}{\tau} \frac{f^2 + h^2}{2dh}.
\] (4.41)

In order to obtain positive solutions for \( k, h \) must be positive. Therefore, we need
to choose \( \phi \in I^k_r = [\phi^k_0, \phi^k_r], \) with \( \phi^k = \cos^{-1}(l'/g') \). Hence, as for the \((\tau, \delta)-\)plane,
we find bifurcation lines for each index \( r \). For every branch \( r \), Eq. (4.34) provides infinitely many branches \( s \) and the different branches \((r, s)\) can be identified with the tongues in the \((\tau, \delta)\)-plane.

Figure 4.14(a) shows the bifurcation lines for the topological eigenvalue \( c = d = 2 \) in the \((k, \delta)\)-plane with \( \tau = 5 \). In the following, we denote the delay \( \tau \) used for a \((k, \delta)\)-figure by \( T \). By indexing the bifurcation lines with \((r, s)\), we can relate them to the tongues in the \((\tau, \delta)\)-plane (Fig. 4.14(b,c)).

In section 4.1, we found that the tongues of the same index \( r \) and different indexes \( s \) are connected if \( c^* < -|c| \). This condition can be translated into \( k < k^m \), with

\[
k^m = \frac{g' + l'}{a + |c|}.
\] (4.42)

At \( k = k^m \), the connection between different tongues is located at infinitely large delays, so that it isn’t visible in the \((k, \delta)\)-plane, which only shows the bifurcation lines for \( \tau = T = 5 \). However, if \( k \) further decreases, the merged tongue borders approach the vertical bifurcation lines of the uncoupled system, which are located at \( \tau^*_r \) (Fig. 4.14(c)). Hence, if \( \tau^*_r < T \), the connection point of two tongues crosses \( T \) for some value of \( k \). At this value of \( k \), the bifurcation lines in the \((k, \delta)\)-plane connect. In this example, only \( \tau^*_0 \) is smaller than \( T \). Therefore, we only see the merging of bifurcation lines with \( r = 0 \) in the \((k, \delta)\)-plane. The distinction between merging and non-merging bifurcation lines can be used to identify the stable areas. Stable areas can only be found inside merging bifurcation lines and only outside bifurcation lines, consisting of a single tongue border \((r, s)\).

The distinction between tongues with \( \tau^*_r < T \) and \( \tau^*_r > T \) also tells us if we have to consider the L- or the R-branch. As we saw in section 4.4, we always have to consider the R-branch for \( T > \tau^*_r \). But for the merged bifurcation lines with \( \tau^*_r < T \), only the lower border of a tongue \((r, s)\) is described by the R-branch, whereas the upper part is described by the L-branch. Note, that in merged bifurcation lines in the \((k, \delta)\)-plane, the upper part of the bifurcation lines is actually the lower border of a tongue \((r, s + 1)\), whereas the lower part is the upper border of the tongue \((r, s)\). Hence, for merged bifurcation lines in the \((k, \delta)\)-plane, the upper part is described by the R-branch and the lower part is described by the L-branch.

Finally, note that for large \( k \), bifurcation lines approach horizontal lines. Hence, the offset of these lines determine the stability of the system for large \( k \). These offsets are calculated in section 4.5.1.

**Topological eigenvalues with** \( 0 < |c| < d \)

For \( 0 < |c| < d \), Eq. (4.31) yields

\[
k_{1,2} = \frac{1}{\tau} \frac{d \pm \sqrt{a}}{d^2 - |c|^2},
\] (4.43)

with

\[
a = d^2 h^2 - (d^2 - |c|^2)(f^2 + h^2).
\] (4.44)
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Figure 4.14: Bifurcation lines for $|c| = d$ in the $(k, \delta)$-plane (a) and in the $(\tau, \delta)$-plane for $k = 1$ (b) and $k = 0.1$ (c). The delay $\tau$ used in (a) is denoted by $T$. For some bifurcation lines, the index pair $(r, s)$ is given, and R and L denote the according branch. For $k < k^m = 1/4$, bifurcation lines with the same index $r$ and different $s$ merge. The merging of bifurcation lines with index $r$ can only be observed in (a) if $\tau^*_r < T$. Other parameters are: $g' = -1, l' = 0, d = 2, \psi_c = 0, T = 5$. 
Figure 4.15: Calculation of the domain of $k(\phi)$. Positive real-valued solutions of $k$ (Eq. (4.43)) only exist if $a > 0$ and if $h > 0$ (inside light gray areas). Thus, no solutions exist for large $\phi$ and $r$, respectively (a). (b) Zoom into interval $r = 0$. In order to estimate the domain borders $\phi_l$ and $\phi_r$, we determine the maximum $\phi_a$ of $a$ inside $I^k = [\phi^k, \phi^\bar{k}]$ and numerically estimate the roots of $a$ with the initial guesses $\phi_{\text{init}}^l$ and $\phi_{\text{init}}^r$, which are the center positions between $\phi_a$ and the interval borders of $I^k$.

In order to obtain real-valued solutions for $k$, $a$ needs to be positive. In this case, we see from Eq. (4.44) that $\sqrt{a} < dh$ because $(d^2 - c^2)$ is positive. For $\sqrt{a} < dh$, both branches of $k$ provide positive solutions if and only if $h > 0$. Thus, as for the case $|c| = d$, we need to restrict $\phi$ to the intervals $I^k_r$ (gray areas in Fig. 4.15). But the condition $a > 0$ requires further restrictions on $\phi$. The according intervals can be calculated numerically. In contrast to the case $|c| = d$, the interval size depends on $r$, and there is a maximum value of $r$ for which solutions can be found.

Restricting $\phi$ to the intervals $I^k_r = [\phi^k_r, \phi^\bar{k}_r]$ is not sufficient to guarantee that $a > 0$. For each interval $I^k_r$, we need to estimate $\phi^l$ and $\phi^r$, so that $a > 0$ for all $\phi \in [\phi^l, \phi^r]$. These intervals are denoted as $I_r$. The left and the right borders of the intervals, $\phi^l$ and $\phi^r$, are calculated numerically (Fig. 4.15(b)). For this purpose, we numerically
estimate \( \phi^a \) for which \( a \) becomes maximal inside the interval \( I_k^r \). If the maximum is smaller than 0, no solutions exist inside the interval \( I_k^r \). Otherwise, we numerically estimate the closest roots of \( a, \phi^l \) and \( \phi^r \), by using the initial values \( \phi^l_{\text{init}} \) and \( \phi^r_{\text{init}} \), respectively, with

\[
\phi^l_{\text{init}} = (\phi^k + \phi^a)/2, \tag{4.45}
\]
\[
\phi^r_{\text{init}} = (\phi^k + \phi^a)/2. \tag{4.46}
\]

These values give the center between the maximum positions \( \phi^a \) and the left and right border of the interval \( I_k \).

We see from figure 4.15(a) that solutions inside intervals \( I_k^r \) only exist for small \( r \), because \( a(\phi) < 0 \) for sufficiently large \( \phi \). We check for the existence of valid solutions by calculating the maximum of \( a(\phi) \) inside each interval \( I_k^r \). In general, we find that if a maximum is smaller than 0 for a certain interval \( r \) then also the maximum of intervals \( r' \) with \( r' > r \) are smaller than 0. Hence, in order to find all valid solutions, we begin with \( r = 0 \) and increase \( r \) until no valid solutions can be found inside \( I_k^r \).

Figure 4.16(a) shows the bifurcation lines in the \((k, \delta)\)-plane with \( \tau = 5 \). Again, we denote the delay \( \tau \) used for the \((k, \delta)\)-figure by \( T \). In comparison to the case \(|c| = d\), we note that bifurcation lines do not approach horizontal lines for large \( k \). Instead, the two ends merge, so that no bifurcation lines can be found for large \( k \).

From section 4.1, we know that tongues disappear for \( c^* > |c| \), this condition can be transformed into \( k > k_e \) with

\[
k_e = -\frac{g + l}{d - |c|}. \tag{4.47}
\]

Thus, no bifurcation lines exist for \( k > k_e \), so that no bifurcation line crosses the vertical line at \( k_e \) in figure 4.16(a). Hence, eigenvalues with \(|c| < d\) cannot destabilize the system for coupling strength \( k > k_e \).

Note that the bifurcation lines do not even reach to \( k_e \), but only to a smaller value \( k_{r}^{\text{max}} \), which depends on the tongue index \( r \). This is because tongues do not simply vanish when \( k \) approaches \( k_e \), but they move to infinitely large delays (cmp. Fig. 4.16(b,c)). At \( k_{r}^{\text{max}} \), the tips of the tongues \((r, s)\) cross \( T \) (Fig. 4.16(c)), so that the bifurcation line only reaches to \( k_{r}^{\text{max}} \) in figure 4.16(a).
Figure 4.16: Bifurcations lines for $0 < |c| < d$ in the $(k, \delta)$-plane (a) and in the $(\tau, \delta)$-plane for $k = 0.5$ (b) and $k = 1.2$ (c). The delay $\tau$ used in (a) is denoted by $T$. (b,c) Tongues in the $(\tau, \delta)$-plane vanish by moving to infinitely large delays if $k$ approaches $k^e = 12/3$. However, bifurcation lines in (a) reach only to the value of $k$ for which the tip of the according tongue in the $(\tau, \delta)$-plane crosses the vertical line at $T$ (c). Other parameters are: $g' = -1, l' = 0, d = 5, c = 4.4, \psi_c = 0, T = 5$. 
4.5.1 The limit of large coupling strength

We just found that topological eigenvalues with $|c| < d$ do not destabilize the system for coupling strength $k > k^e$. Hence, for sufficiently large $k$, we only need to consider topological eigenvalues with $|c| = d$.

For $|c| = d$, the two ends of a bifurcation line $(r, s)$ in the $(k, \delta)$-plane approach horizontal lines (Fig. 4.17(a)). The positions $\delta^t_{r,s}$ and $\delta^b_{r,s}$ of the top and bottom lines are given by the limits of the Eqs. (4.34,4.35),

$$\delta^t_{L,R} = \frac{\psi^{L,R} + \psi_c + 2\pi s}{\phi} \tau,$$

$$\psi^{L,R} = \pm \cos^{-1} \left( \frac{d}{|c|} + \frac{l' - q' \cos(\phi)}{|c|k} \right).$$

as $\phi$ approaches the left and the right domain borders, $\phi^L$ and $\phi^R$. If $\phi$ approaches $\phi^L$ or $\phi^R$, $k$ diverges to infinity. Thus, $\psi^{L,R}$ approaches 0 and Eq. (4.48) provides

$$\delta^t_{r,s} = \frac{2\pi s + \psi^c}{\phi^L} \tau, \quad \delta^b_{r,s} = \frac{2\pi s + \psi^c}{\phi^R} \tau.$$  \hspace{1cm} (4.50)

The bifurcation points $\delta^t_{r,s}$ for large coupling strength $k$ are independent of the network parameters $d$ and $|c|$. Therefore, we might expect that these values are valid even for non degree-homogeneous networks. Further, $\tau$ enters Eq. (4.50) only as a multiplicative factor. Thus, bifurcation lines for systems with different $\tau$ might look similar if we rescale $\delta$ by $\tau$. But for larger values of $\tau$, additional tongues with larger $r$ need to be considered, so that the rescaled stability patterns contains more bifurcation lines.

4.5.2 Amplitude death in networks

In order to study the phenomena of amplitude death, we only consider growth delays $\tau > \tau^*$ (Eq. (3.15)), so that the single node system is unstable. Hence, the uncoupled node may show oscillatory or chaotic behavior. By properly choosing the coupling strength $k$ and the coupling delay $\delta$, we might induce amplitude death, which stabilizes the whole network. But a network is stable only if none of the topological eigenvalues destabilizes the system. Therefore, the parameters for which amplitude death occurs need to be stable with respect to all topological eigenvalues.

General restrictions on amplitude death

The topological eigenvalue $c = d$ is present in all degree-homogeneous networks. Hence, amplitude death in an degree-homogeneous network can only occur in parameter regions, where the eigenvalue $c = d$ does not cause the system to be unstable. Therefore, the bifurcation lines of this eigenvalue provide a general restriction for the occurrence of amplitude death in degree-homogeneous networks.
Figure 4.17: Bifurcations for large coupling strength \( k \). (a) Bifurcation lines in the \((k, \delta)\)-plane for \(|c| = d\). The ends of the bifurcation lines approach straight horizontal lines at \( \delta_c^{b,t} \) (Eq. (4.34)). (b) Ratios \( \delta_{s,s}^{b,t}/\tau \) for the three horizontal lines in (a) (line style as for the according tongues in (a)). (c) Limits \( \delta_{r,r+1}^b, \delta_{r,r}^t, \) and \( \delta_{r,1}^b \) (circles, triangles, squares) for different tongue indexes \( r \). Other parameters are: \( g' = -1, l' = 0, c = d = 2, \psi_c = 0, \tau = 5 \).
For \( c = d \), a stable area can exist inside the bifurcation line composed of the tongues \((0, 0)\) and \((0, 1)\) (Fig. 4.17(a)). The lower and upper part of the bifurcation line approach the lines at \( \delta_{0,0}^b = 0 \) and \( \delta_{0,1}^b = 2\pi/\phi k \tau > \tau \) (Eq. (4.50)). The ratios of the \( \delta_{r,s}^b \) and \( \tau \) only depend on the ratios of the elasticities \(-l/g\). In order to find tongues of instability, the ratio \(-l/g\) needs to be between 0 and 1. In this range \( \delta_{0,1}^b/\tau \) is between 4/3 and 2, whereas \( \delta_{0,0}^b \) is always 0 (Fig. 4.17(b)). Even for small values of \( k \), the bifurcation line of the tongue \((0, 1)\) is close to the limit value \( \delta_{0,1}^b/\tau \). Thus, amplitude death does not occur for \( \delta \) much larger than \( \tau \) (cmp. Sec. 4.4).

Inside the potentially stable area between the tongues \((0, 0)\) and \((0, 1)\), other tongues can destabilize the system. With increasing \( k \) more tongues appear in the \((k, \delta)\)-plane. Many of these tongues overlap, so that no stable areas can exist between them. However, there are two stable channels that persist even for large \( k \): The channel around \( \delta = \tau \) and the channel close to \( \delta = 0 \), which lies above the bottom bifurcation line \((0, 0)\).

The stable channel at \( \delta = \tau \) is bordered by the bottom border of the tongue \((r, r + 1)\) and the top border of the tongue \((r, r)\). With increasing \( r \) the limits \( \delta_{r,r+1}^b \) and \( \delta_{r,r}^b \) approach 1 from below and above, respectively (Fig. 4.17(c)). Hence, the stable channel around \( \delta = \tau \) becomes more narrow with increasing \( k \) but the line \( \delta = \tau \) remains stable. When increasing \( l \) so that the ratio \(-l/g\) increases from 0 to 1, tongues become smaller, so that the stable channel gets larger (Fig. 4.17(b)). However the qualitative behavior remains the same. Thus, in degree-homogeneous networks with \(-l/g\) between 0 and 1, a stable channel at \( \delta = \tau \) can exist but this channel becomes arbitrarily narrow for sufficiently large \( k \).

The channel at \( \delta = 0 \) is bordered by the bottom bifurcation lines, which is the top border of the tongue \((0, 0)\), and by the bottom border of the tongues \((r, 1)\). The limit \( \delta_{0,0}^b \) is 0, whereas the limits \( \delta_{r,1}^a \) are positive but approach 0 for \( r \) approaching infinity (Fig. 4.17(c)). Thus, as the channel around \( \delta = \tau \), the channel at \( \delta = 0 \) becomes arbitrarily narrow for sufficiently large \( k \).

In contrast to the channel at \( \delta = \tau \), the lower border of the channel at \( \delta = 0 \) approaches the limit for large \( k \) from above and not from below. Therefore, it might be possible that the channel between the tongue \((0, 0)\) and the tongues \((r, 1)\) is closed even though the limit values for large \( k \) show a gap. For instance, in figure 4.18(b), a bifurcation line of \( c = -d \) crosses the bottom bifurcation line. However, in section 4.5.3, we will see that this does not happen for sufficiently large \( k \).

**Amplitude death in specific networks**

After the discussion of general restrictions of amplitude death we now discuss amplitude death in specific networks by studying a fully-connected and a bipartite network.

A fully-connected graph has the topological eigenvalues \( c = d \) and \( c = -1 \). We found that the eigenvalue \( c = -1 \) destabilizes the system only for \( k < k^\circ \) (Eq. (4.47)).
Figure 4.18: Stability and bifurcation lines for a fully-connected net with $N = 3$ nodes (a) and for the bipartite square network with $N = 4$ nodes from Fig. 4.8 (b). Stable systems exist only between the lines $(0, 0)_{L, c = d}$ and $(0, 1)_{R, c = d}$ of $c = d = 2$ (solid black and dashed orange line). (a) The fully-connected net is unstable left of the line of $c = -1$ (dotted green line). (b) The bipartite net is only stable for $\delta$ below the line $(0, 0)_{R, c = -d}$ of $c = -d$ (dotted green line). The line of $c = 0$ does not influence the stability (long dashed violet line). Gray lines come from the eigenvalues $c = d$ (solid lines) and $c = -d$ (dotted lines). Other parameters are: $g' = -1, l' = 0, \tau = 5$. 
Hence, we can ignore this eigenvalue for sufficiently large $k$. For such $k$, only the eigenvalue $c = d$ determines the stability of the system. However, the case $c = d$ has already been discussed above.

In the bipartite network, the eigenvalue $c = d$ and $c = -d$ both satisfy $|c| = d$. Hence, these eigenvalues can destabilize the network for arbitrary large $k$. Stable systems can only be found between the bifurcation line $(0,0)$ of the topological eigenvalue $c = d$ and the bifurcation line $(0,0)$ for $c = -d$ (Fig. 4.18(b)). Further, the system is unstable inside the other bifurcation lines that lie inside this area. Thus the eigenvalue $c = -d$ dramatically reduces the parameter space, where amplitude death can be observed. For instance, the channel around $\delta = \tau$ is unstable now. But even though the stable channel close to 0 is narrower than for the fully-connected network, it still exist, allowing amplitude death for small coupling delays $\delta$.

We saw that in the bipartite network, stable areas can only occur between the bifurcation line $(0,0)$ for $c = d$, which approaches 0 and the bifurcation line $(0,0)$ for $c = -d$ which approaches $\delta^b_{0,0} = \psi^c / \psi^d$, with $\psi^c = \pi$. This limit is larger 0 for all $\psi^c$ expect for $c = d$. Hence, we might find stable areas between 0 and $\delta^b_{0,0}$ for any eigenvalue $|c| = d$. Therefore, we can expect that amplitude death is possible in all networks, including directed ones, if $k$ is chosen large enough and $\delta$ is chosen small enough.

The common bifurcation point

Finally, note that for the bipartite network, bifurcation lines of the eigenvalues $c = 0, c = d$ and $c = -d$ intersect at the same point in the $(k,\delta)$-plane. At this common point, the bifurcation line $c = 0$ coincides with the stability border. However, our conjecture that the stability is governed by the smallest negative and the largest positive eigenvalue (sec. 4.2.2) is still valid: For values of $\delta$ below this point, the network losses it’s stability because of the eigenvalue $c = d$ before $k$ crosses the bifurcation line of $c = 0$, above the point the eigenvalue $c = -d$ destabilize the system first.

Comparing figures 4.18(a) and (b), we see that the common point is also crossed by the bifurcation line of $c = -1$. In fact, a numerical continuation of the bifurcation point for varying $c$ shows that this point is crossed by bifurcation lines of any eigenvalue $c$ between $-d$ and $d$.

Summary

Since all degree-homogeneous networks share the eigenvalue $c = d$ the bifurcation lines of these eigenvalues provide a general restriction on the occurrence of amplitude death. These stable areas can be found between the right border of the tongue $(0,1)$ and the left border of the tongue $(0,0)$. With increasing $k$, more and more tongues arise that cover large parts of this area. However, two stable channels can persist for arbitrary large $k$. One at $\delta = \tau$ and the other close to $\delta = 0$, which lies above the bottom bifurcation line. The first one can be completely covered due to
other eigenvalues that satisfy $|c| = d$, whereas other eigenvalues cannot destabilize the system for sufficiently large $k$. The eigenvalues $|c| = d$ are related to special topological properties as for instance in bipartite network. The channel at $\delta = 0$ seems to be stable for sufficiently large $k$ in all networks. In the following section, we study this channel in more detail.

4.5.3 Amplitude death for small coupling delays

In the previous section, we saw that amplitude death is possible for large coupling strength $k$ and small delays $\delta$ above the bifurcation line of the tongue $(0, 0)$ of the topological eigenvalue $c = d$. However, amplitude death for identical oscillators requires a coupling delay. It is therefore interesting to study how the bifurcation line approaches $\delta = 0$ as $k$ is increased.

In order to find a representation $\delta(k)$ of the bifurcation line for large $k$, we start from the the parametric representation from the Eqs. (4.34,4.41). The asymptotic behavior of the bottom tongue $(0, 0)$ is described by the L-branch as $\phi$ approaches $\phi_k = \cos^{-1}(l'/g')$. Thus, the parametric representation of the bifurcation line is given by

$$k = \frac{1}{\tau} \frac{f^2 + h^2}{2dh},$$  \hspace{1cm} (4.51)

$$\delta = \frac{\tau}{\phi} \cos^{-1} \left( 1 - 2 \frac{h^2}{f^2 + h^2} \right),$$  \hspace{1cm} (4.52)

where we used Eq. (4.51) to obtain Eq. (4.52).

If $\phi$ approaches $\phi_k = \cos^{-1}(l'/g')$, $h = (g' \cos(\phi) - l') \tau$ approaches 0. In this case, we can approximate $\delta$ by using $\cos^{-1}(1 - x) \approx \sqrt{2|x|}$. Together with Eq. (4.51), this yields

$$\delta = \left| f(\phi_k) \right| \frac{1}{\phi_k} \frac{1}{dk}.$$  \hspace{1cm} (4.53)

From Eq. (3.15), we know that the stability border $\tau^*$ of the single node system is given by $\tau^* = \phi_k / \sqrt{g' - l'}$. Together with $\phi_k = \cos^{-1}(l'/g')$, we obtain

$$f(\phi_k) = \phi_k + g' \tau \sin(\phi_k) = \sqrt{g'^2 - l'^2 (\tau^* - \tau)},$$  \hspace{1cm} (4.54)

Considering that bifurcation lines only exist for $\tau > \tau^*$, Eq. (4.53) becomes

$$\delta = \left( \frac{\tau}{\tau^* - 1} \right) \frac{1}{dk}.$$  \hspace{1cm} (4.55)

Comparing the exact solution with the approximation from Eq. (4.55) in a linear (Fig. 4.19(a)) and a logarithmic (Fig. 4.19(b)) representation, we see that the approximation gives good results even for small coupling strength down to 1. Larger deviations can only be observed close to the turning point of the bifurcation line.
Figure 4.19: Comparison between the bottom bifurcation line (solid black line), and the approximation from Eq. (4.55) (dashed orange line). Other bifurcation lines are drawn with solid gray lines. The approximation shows good agreement with the bottom bifurcation line in both, the linear (a) and the logarithmic (b) representation. There, exists a stable area between the bottom bifurcation line and the lowest tongues (solid gray lines). The logarithmic representation shows that the relative δ-width of this area increases with the coupling strength $k$. Other parameters are: $g' = -1, l' = 0, d = 2, \tau = 5$. 
In the logarithmic representation, we observe that the relative distance between the bottom bifurcation line and the other bifurcation lines increase with increasing coupling strength. This range gives the area where amplitude death appears. Thus, amplitude death is not prevented by the newly appearing tongues of instability as the coupling strength increases.

In the previous sections, we found that eigenvalues with $|c| < d$ do not influence the system for sufficiently large coupling strength. Hence, amplitude death for large coupling strength and small coupling delays is not affected by these eigenvalues. In contrast, eigenvalues with $|c| = d$, can reduce the parameter space in which amplitude death occurs even for large coupling strength. However, as for the eigenvalue $c = d$, the relative distance between the bottom bifurcation line and the additional bifurcation lines of other eigenvalues satisfying $|c| = d$ increases with increasing $k$. Therefore, we find amplitude death in all degree-homogeneous network for large enough $k$ and small enough $\delta$ above the bottom bifurcation line.

It has been shown that amplitude death in identical oscillators requires that the coupling is time-delayed. The commonly used model to study amplitude death is the Stuart-Landau oscillator. There, amplitude death only appears for finite coupling strength and coupling delays [30, 91, 92]. In contrast, we find here that amplitude death is also possible for infinitely large coupling strength and infinitely small coupling delays, because the onset delay for amplitude death approaches 0 like $1/(dk)$, where $dk$ can be regarded as the total coupling strength acting on each node.

### 4.6 Summary

In this chapter, we studied the stability of degree-homogeneous networks by deriving analytical expressions for the bifurcation lines in the delay and in the coupling space. In the delay space, the bifurcation lines border tongues of instability that can be characterized by the tip position and the slopes of the two ends of the line. Each (topological) eigenvalue of the adjacency matrix can give rise to a set of bifurcation lines. The lines in each set can be enumerated by the indexes $r$ and $s$, so that the line $(r, s)$ can be obtained by shifting the line $(0, 0)$ by $2\pi r/\omega$ along the $\tau$-axis and by $2\pi s/\omega$ along the $\delta$-axis (Sec. 4.1).

In undirected networks, the sets of tongues can be subdivided into sets that arise because of positive eigenvalues and sets that arise because of negative eigenvalues (Sec. 4.2.2). Sets of negative eigenvalues are denoted as diagonal sets (DS), because they include tongues with tips on the diagonal. Accordingly, other sets are denoted as off-diagonal sets (OS). We observed that only the OS that arises because of the largest positive eigenvalue, $c = d$, and only the DS that arises because of the smallest negative eigenvalue govern the stability of the network (also see Sec. 4.5.2).

From section 3.4, we know that all networks, including degree-heterogeneous networks, need to give rise to bifurcation lines that cross the points $\tau = \tau^*_r$, $\delta = 0$, where the $\tau^*_r$ are the bifurcation delays of the single node system. In degree-
homogeneous networks these bottom bifurcation lines arise because of the eigenvalue $c = d$, which is present in all degree-homogeneous networks. However, corresponding bifurcation lines also need to exist in degree-heterogeneous networks. Similarly, bifurcation lines that correspond to $c = -d$ should exist in all bipartite networks.

By comparing the stability of a network with the stability of a single node system, we have seen that the coupling is rather stabilizing and thus gives rise to amplitude death (Sec. 4.4). This phenomena has been studied in section 4.5, where we found that amplitude death should occur for large coupling strength and small coupling delays. In the next chapter, we study if this is true for general degree-heterogeneous networks.

The next chapter deals with degree-heterogeneous networks. These networks are analyzed numerically, so that we do not see a direct relation between the topological eigenvalues and the bifurcation lines. However, we may observe bifurcation lines that correspond to bifurcation lines of special eigenvalues in the degree-homogeneous network, such as the eigenvalues $c = d$ and $c = -d$. We study similarities and differences between corresponding bifurcation lines, as well as differences to basic stability patterns found in degree-homogeneous networks. For instance, the existence of DS and OS, and the finding that the stability is governed by only one DS and one OS. Of course, we also study the influence of the degree distribution.
5 Degree-heterogeneous networks

In the previous chapter, we studied the system described by the Jacobian from Eq. (3.7) for degree-homogeneous networks (DHONs). We found a direct relation between the topological eigenvalues and the bifurcation lines. Therewith, we were able to relate topological properties to certain stability patterns. In this chapter, we numerically analyze degree-heterogeneous networks (DHENs). Even though a simple relation between the eigenvalues and the bifurcation line is not available, we can use the numerical methods to study if the relations between the topological properties and the stability patterns found for DHONs are also valid for DHENs. Further, we investigate the influence of the degree distribution on the stability.

Whereas DHONs can be analyzed analytically by decomposing the eigenvalue equation of the Jacobian $J(\lambda)$, such a decomposition is not possible for DHENs. Still the stability of the system can in principle be obtained by estimating the eigenvalues, i.e. the roots of the characteristic polynomial of the Jacobian. Though, for delay equations, the Jacobian itself depends on the eigenvalue $\lambda$, turning the characteristic polynomial into a transcendental equations with infinitely many roots. Hence, by using standard root finding algorithms we can never be sure that we found the leading eigenvalue with the largest real-part. Therefore, we cannot be sure if a given system is stable.

In the past decades, new methods have been developed to analyze the stability of delay differential equations [129–132]. These include methods to efficiently calculate the leading eigenvalue [130, 132] and methods to determine the number of eigenvalues with positive real-part (EVPs) [131]. Here, we follow the latter approach and use it to investigate stability properties of random DHENs.

5.1 The numerical method

In order to calculate the number of EVPs for general delay differential equations, we follow Luzyanina and Roose [131] and apply Cauchy’s Argument principle. For analytic functions such as the characteristic polynomial $P(\lambda)$, the number of roots inside a contour $C$ is given by the winding number of $P(\lambda)$ on the contour $C$,

$$N_C = \frac{1}{2\pi i} \int_C \frac{P'(\lambda)}{P(\lambda)} d\lambda$$

(5.1)

Choosing $C$ inside the positive half-plane so that all EVPs have to lie within $C$, the winding number $N_C$ is equal to the number of EVPs, and a change of $N_C$, due to
a parameter variation, indicates a bifurcation. Hence, the steady state is stable if \( N_C = 0 \) and unstable otherwise.

### Choosing an appropriate contour \( C \)

When choosing a contour \( C \), we have to ensure that no EVPs can be found outside \( C \) and that \( C \) does not include areas with negative real-part. For this purpose, we choose a rectangle spanning \([0, \kappa_{\text{max}}]\) along the real-axis and \([-\omega_{\text{max}}, \omega_{\text{max}}]\) along the imaginary axis.

Proper values for \( \kappa_{\text{max}} \) and \( \omega_{\text{max}} \) can be estimated by applying the Gershgorin Circle Theorem as demonstrated in section 3.6. There, we found that all eigenvalues have to lie inside circles around \( D_i = -l' - kd_i \) with radii \( R_i(\kappa) = |g'| \exp(-\kappa \tau) + kd_i \exp(-\kappa \delta) \), where \( i \) is indexing the nodes of the system. Considering a node \( i \), we see from figure 5.1 that the real-part of an EVP needs to be smaller than \( \kappa_{i,\text{max}} \) that solves

\[
R_i(\kappa_{i,\text{max}}) + D_i = \kappa_{i,\text{max}},
\]

and the imaginary-part needs to be smaller than

\[
\omega_{i,\text{max}} = \sqrt{R_i(0)^2 - |D_i|^2}.
\]

Therefore, we can choose \( \kappa_{\text{max}} = \max_i(\kappa_{i,\text{max}}) \) and \( \omega_{\text{max}} = \max_i(\omega_{i,\text{max}}) \).

Note that this method can easily be extended to networks of non-identical delay oscillators, where each node has an own set of parameters \( g', l' \) and \( \tau \), because \( \kappa_{i,\text{max}} \) and \( \omega_{i,\text{max}} \) are calculated for each node independently. Further, the system can be extended to systems with multiple delays in the node and in the coupling. Assuming that the Jacobian is of the form

\[
J_{ij} = \sum_k a_{ijk} e^{-\lambda \tau_{ijk}} + \sum_l b_{ijl},
\]

then

\[
D_i = \sum_l b_{iil},
\]

\[
R_i(\kappa) = \sum_j \sum_k |a_{ijk}| e^{-\kappa \tau_{ijk}} + \sum_{j \neq i} \sum_k |b_{ijk}|.
\]

### Calculating the winding number \( N_C \)

Instead of calculating the winding number with Eq. (5.1), Luzyanina and Roose [131] used the geometric interpretation of the Argument Principle, which states that

\[
N_C = \frac{1}{2\pi} \Delta_C \text{arg} P(\lambda),
\]
Figure 5.1: Method to estimate the number of eigenvalues with positive real-part $\kappa$ (EVPs). (a) Calculation of $\kappa^{\text{max}}$ and $\omega^{\text{max}}$, which define the contour C (dots on the rectangle). EVPs can only exist inside circles in the complex plane that are centered around $D$ and have a radius $R(\kappa)$. Because $R(\kappa)$ is decreasing with $\kappa$, the absolute value of the imaginary part of an EVP needs to be smaller than $\omega^{\text{max}} = \sqrt{R(0)^2 - |D|^2}$ (solid black circle), and the real-part needs to be smaller than $\kappa^{\text{max}}$, which satisfies $R(\kappa^{\text{max}}) - |D| = \kappa^{\text{max}}$ (dotted green circle). Gray circle mark the eigenvalues. (b) The number of EVPs, $N_C$, is given by the total increase of $\text{arg}(P(\lambda))/2\pi$ as $\lambda$ follows the contour C. If both jumps from $\pi$ to $-\pi$ are eliminated by shifting the subsequent values up, we note that the total increase of $\text{arg}(P(\lambda))$ is $4\pi$ and hence $N_C = 2$. Thus, we obtain $N_C$ by counting all jumps from $\pi$ to $-\pi$ and subtracting the number of jumps from $-\pi$ to $\pi$. The line is composed of dots which correspond to dots of the same color in (a).
where \( \arg P(\lambda) = \text{Im}(\log(P(\lambda))) \) is the argument of \( P(\lambda) \) and \( \Delta_C \arg P(\lambda) \) is the total increase of the argument as \( \lambda \) moves counter-clockwise along \( C \), so that

\[
\Delta_C \arg P(\lambda) = \sum_i P(\lambda_{i+1}) - P(\lambda_i),
\]

(5.9)

where the \( \lambda_i \) are subsequent points on the contour \( C \) with infinitely small distance. However, the value of \( \Delta_C \arg P(\lambda) \) is given by \( 2\pi N_C \), and hence, needs to be a multiple of \( 2\pi \). Therefore, the precision of the calculation only needs to be good enough to find the right integer value for \( N_C \).

We obtain \( N_C \), similar to Luzyanina and Roose, by choosing the domain of \( \arg P(\lambda) \) as \( (-\pi, \pi] \) and counting the crossings of the domain border as \( \lambda \) follows the contour \( C \). For this purpose, we initialize a counter \( n \) with 0 and follow \( \arg P(\lambda) \) counter-clockwise along the contour \( C \). Whenever \( \arg P(\lambda) \) jumps from \( -\pi \) to \( \pi \), we increase \( n \) by 1, and we decrease it by 1 whenever \( \arg P(\lambda) \) jumps from \( \pi \) to \( -\pi \). After one full turn on the loop \( C \), \( n = N_C \) (Fig. 5.1(b)).

When calculating \( N_C \) with the above algorithm, we need to ensure that we do not miss any jumps of \( \arg P(\lambda) \) from \( -\pi \) to \( \pi \) and vice versa. For this purpose, we apply an adaptive step-size algorithm. We follow \( \arg P(\lambda) \) along \( C \) by stepping from a point \( \lambda_i \) to a subsequent point \( \lambda_{i+1} = \lambda_i + h\mathbf{v} \), where \( \mathbf{v} \) is a unit vector pointing along the contour \( C \) at position \( \lambda_i \). The step-size \( h \) is accepted if the following three conditions are satisfied

- \( \Delta = D(\arg P(\lambda_i + h\mathbf{v}) - \arg P(\lambda_i)) < \epsilon \)
- \( D(\arg P(\lambda_i + \frac{h}{2}\mathbf{v}) - \arg P(\lambda_i)) < \Delta, \)
- \( D(\arg P(\lambda_i + \frac{h}{2}\mathbf{v}) - \arg P(\lambda_i + \mathbf{v})) < \Delta, \)

with \( D(x) = \min(|x|, ||x| - 2\pi|) \) and \( x \in (-2\pi, 2\pi) \). The first condition simply says that the distance between \( \arg P(\lambda) \) for two subsequent steps need to be smaller than \( \epsilon \), which we choose to be 0.1 in the following. The latter two conditions guarantee that the value of \( \arg P(\lambda) \) for the center between the two subsequent steps lies between the values of \( \arg P(\lambda) \) for the two subsequent steps (Fig. 5.2). If one of the three conditions is violated, the step size is reduced by a factor of 2: \( h \to h/2 \). After each successful step, we set \( h \) to \( h \max(2, \epsilon/\Delta) \).

This adaptive step-size algorithm allows us to calculate the number of EVPs of a delay network. In the following two sections, we test the reliability of the algorithm by comparing it’s results to the analytical results we obtained for degree-homogeneous networks. Further, we use this numerical method to test the conjecture from section 3.5.

### 5.1.1 Comparison with analytical results

In order to test the numerical method, we compare it’s results for a fully-connected network with \( N = 3 \) nodes with the analytical solutions. For this purpose, we
compare the analytical bifurcation lines in the \((\tau, \delta)\)-plane and in the \((k, \delta)\)-plane with the stable and the unstable areas we obtain with the numerical method (Fig. 5.3).

The stable and unstable areas in the two different parameter planes are obtained by sampling the parameter space. For this purpose, we randomly draw the parameters of interest from a uniform distribution, while all other parameters are fixed. Then, we use the numerical method to calculate the number of EVP. If the number of EVPs is 0, the system is stable and we draw a green point. If the number of EVPs is greater than 0, the system is unstable and we draw a red point. Thus, by sampling the parameter space, the stable and unstable areas are filled with green and red points, respectively. The figures 5.3(a,c) show only the stable systems, whereas the figures 5.3(a,c) show only the unstable systems. Thus, the unstable area in the first two figures should be empty, as well as the stable area in the latter two figures. Indeed, even close to the bifurcation lines, the numerical method provides correct results.

Figure 5.2: Schematic representation of the adaptive step-size algorithm. A new point \(\lambda_{i+1}\) (open circle) is calculated from the previous point \(\lambda_i\) with \(\lambda_{i+1} = \lambda_i + hv\), where \(v\) is a unit vector along the contour \(C\) and \(h\) is the step-size. The step is accepted if \(y_{i+1} = \text{arg } P(\lambda_{i+1})\) lies inside an \(\epsilon\)-environment around \(y_i\) (dashed orange lines) and if \(\text{arg } P(\lambda_i + \frac{h}{2}v)\) (cross) lies between \(y_i\) and \(y_{i+1}\) (dotted green lines). If the step is not accepted, \(h\) is reduced by a factor of 2. In the following, we use \(\epsilon = 0.1\).
5.1. The numerical method

5.1.2 Test of the sufficient stability condition

In section 3.6, it was shown that all networks with \( g' < l' \) are stable. Further, we formulated the conjecture that all networks are unstable for \( g' > l' \) (Sec. 3.5). If this conjecture is true, the stability of networks with \( g' > 0 \) is independent of the topology, the coupling strength and the delays. In this section, we test this assumption with the introduced numerical method, because it allows us to calculate the stability for a large number of different topologies and parameters. The procedure we use is also

Figure 5.3: Comparison of the results of the numerical method and the analytical bifurcation lines for the fully-connected network with \( N = 3 \) nodes in the \((\tau, \delta)\)-plane (a,b) and in the \((k, \delta)\)-plane (c,d). For the numerical method, we draw the axis-parameters randomly from a uniform distribution and calculate the number of EVPs. (a,c) If the number of EVPs is 0, the system is stable and we draw a green dot. (b,d) If the number of EVPs is greater than 0, the system is unstable and we draw a red dot. For each figure 100000 pairs of parameters have been drawn. Other parameters are: \( g' = -1, l' = 0, k = 1, \tau = 5 \).
Figure 5.4: Relative frequency of unstable Erdős-Rényi networks with $N = 10$ nodes dependent on the parameters $g' \text{ (a)}, l' \text{ (b)}, \tau \text{ (c)}, K \text{ (d)}, k \text{ (e)}$ and $\delta \text{ (f)}$. The rel. frequency is given by the ratio of the number of unstable nets and the total number of nets in each bin. The green error bars show the standard deviation of the bin heights. For the generation of the $10^5$ networks, all parameter except for the number of links $K$ are drawn from uniform distributions between 0 and 5. The parameter $K$ is drawn from a uniform distribution between 9 and 45. But if a non-connected network is generated a new value for $K$ is drawn. This is more likely for small $K$, so that these networks are generated less often. Therefore, the standard deviation is slightly higher for small $K$ than for large $K$. As expected a correlation between stability and parameter values can only be found for $g'$ and $l'$.

well suited to obtain first insights into an unknown system.

We test the above assumption, by generating a large number of random networks with random parameters with $g' > 0$. If the assumption is correct, then the stability should not be affected by any parameters except for $g'$ and $l'$. Thus, histograms of only unstable networks, should only show a correlation between stability and the parameter values for these two parameters. Further, a scatter plot of stable and unstable networks in the $(g', l')$-plane should reveal the stability condition $g' < l'$.

We generate $10^5$ Erdős-Rényi networks with $N = 10$ nodes and $K$ links. In order to obtain connected networks, $K$ needs to be larger than $N - 1 = 9$. A fully-connected network has $N(N - 1)/2 = 45$ links. Therefore, we randomly draw $K$ from 9 to 45. However, small values of $K$ are likely to result in disconnected networks. In this case, a new $K$ is drawn.
The histograms in figure 5.4 show the relative frequency $F$ of unstable nets for each bin. If the number of unstable nets in a bin is given by $U$ and the total number of networks in the bin is given by $H$ then $F = U/H$. The standard deviation of $F$ is calculated with

$$
\sigma_F = \sqrt{\left(\frac{\sigma_U}{H}\right)^2 + \left(\frac{U}{H^2}\right)^2 \sigma_H^2},
$$

where $\sigma_U = \sqrt{U}$ and $\sigma_H = \sqrt{H}$ are the standard deviations of $U$ and $H$.

**Figure 5.5:** Scatter plot of stable (a) and unstable (b) networks from Fig. 5.4 in the $(g', l')$-plane. No stable systems are found for $g' > l'$ (right of the diagonal in (a)) and no unstable systems are found for $g' < l'$ (left of the diagonal in Fig. (b)). Hence, the stability criterion $g' < l'$ seems to be true for all random networks.

As expected, the stability seems to depend only on $g'$ and $l'$ (Fig. 5.4(a,b)), whereas the variation of bin heights in the other histograms is of the order of the standard deviation. However, in order to test the validity of the stability condition $g' < l'$, it is more informative to consider the scatter plot of stable and unstable nets in the $(g', l')$-plane (Fig. 5.5). There, we see that all systems with $g' > l'$ are unstable and that all systems with $g' < l'$ are stable. Thus, for $g' > 0$, the stability is determined only by $g'$ and $l'$.

Histograms such as in figure 5.4 and scatter plot such as in figure 5.5 can help to obtain first insights into unknown systems and to estimate the most important parameters, which then can be studied in more detail. This is particularly useful for system with many parameters. Alternatively, important parameters can be identified by calculating the correlation between the parameters and the stability, as it has been done in other systems investigated with the generalized modeling approach [15, 19].
5.1.3 Conclusions

The numerical sampling method offers a simple and efficient way to analyze delay systems. Note, that the method is not restricted on finding only stable and unstable areas, but is able to determine the number of EVPs at any point in parameter space. Thus, it is possible to visualize the bifurcation lines for any pair of parameters.

Even if bifurcation lines can be obtained analytically for some parameters, this can become prohibitively complex for other pairs of parameters. Further, for the analytical derivation of bifurcation lines, the different solution branches must not be mixed. Such mistakes can be detected by using the numerical method. Additionally, from the bifurcation lines, it is not obvious which areas are stable. In contrast, the numerical method directly provides the stability of each point. Further, this method can be used in support of other numerical methods. For instance, the continuation of bifurcation lines through parameter space requires initial values, which can be obtained by sampling the parameter space.

The numerical sampling method is particularly suited to analyze large delay networks, because the computation is based predominantly on matrix operations, for which optimized algorithms are available. Further, each sample point is calculated independently, so that the computation can be run on multiple computers in parallel. The analysis of large networks allows to study the influence of large-scale network properties such as a scale-free degree-distribution.

In section 5.1.2, we have seen that histograms of stable or unstable networks can provide first information about the parameter dependence of the stability. A more precise analysis of the parameter dependence can be obtained by scatter plots such as in figure 5.3. A quick overview of the system can be obtained by sampling the parameter space with a comparable small number of points. Then, regions of interest can be studied in more detail.

Note that this algorithm allows us to calculate the number of EVPs and hence the stability of a system only by calculating the characteristic polynomial for different values of $\lambda$. Thus, this method can easily be applied to more complicated models with several delays and non-identical parameters for each node.

5.2 Stability of ensembles of random networks

After we have verified that the stability of DHENs with $g' > 0$ is topology independent, we now investigate the topology dependence for $g' < 0$. For this purpose, we study scatter plots of small Erdős-Rényi networks with $N = 10$ nodes and a fixed number of links $K$. Like in section 5.1.1, we randomly draw the delays $\tau$ and $\delta$ from a uniform distribution between 0 and 5. But instead of choosing only a single network, we generate a new random network for each sample point. Hence, each scatter plot shows the stability of an ensemble of random networks.

As for the undirected DHONs, the stability in the delay space is governed by a diagonal and an off-diagonal set of $2\pi/\omega$-periodic tongues (Fig. 5.6). For the bipartite
trees, both sets give rise to the $\pi/\omega$-periodicity along the $\delta$-axis (Fig. 5.6(a)). When increasing the number of links, the diagonal tongues vanish by moving to infinitely large delays, so that the stability pattern resembles the one of a fully-connected network that only gives rise to an off-diagonal set of tongues (Fig. 5.6(a-d)).

In comparison to the scatter plots for a single network (Fig. 5.6(d)), we note that the borders between stable and unstable areas are fuzzy if networks are drawn from
an ensemble. Even though each individual network has a sharp stability border, which is given by the corresponding bifurcation lines, the stability border of the ensemble is fuzzy because the bifurcation lines of different networks in the ensemble are shifted relatively to each other. Thus, in these fuzzy areas, the stability depends on the topology of the networks in the ensemble. In this case, the density of points provides a rough estimate of the fraction of unstable networks.

First, we study the stability pattern of trees in more detail (Fig. 5.6(a)). For the diagonal tongue, we see that the density profile of unstable networks does not change much when following the border of the tongue from the tip to the right. Thus, studying the tip of a tongue may reveal information that are valid for the whole right part of the tongue. In particular, this might include the order in which networks lose stability when delay values enter the tongue.

The density profile also reveals that the bifurcation lines of the different trees coincide at the left part of the tongues but seem to be shifted towards each other at the right part of the tongue. This becomes more obvious in section 5.3, where we compare the bifurcation lines of particularly stable and unstable trees. Here, this observation is only made for the diagonal, because the border of the off-diagonal tongue is covered by the diagonal tongue. However, we can expect the same pattern for the off-diagonal, because of the $\pi/\omega$-periodicity of the tongues. In fact, we make the same observation for all bifurcation lines of DHENs that correspond to bifurcation lines of the eigenvalues $c = d$ and $c = -d$ of the DHONs. However, in the figures (Fig. 5.6(c,d)) the shift between the $c = d$ bifurcation lines is too small to be visible. A better example can be found in section 5.2.2.

If the bifurcation lines of DHENs only differ from the corresponding bifurcation lines of the DHONs by a shift of the right part of the line, then the slopes of corresponding lines are identical for large delays. In section 4.1.4, we related the slopes to the emergence and merging of tongues. Whereas we already know that the corresponding bifurcation lines of DHONs and DHENs have to emerge for the same parameters, the identical slopes of corresponding bifurcation lines suggest that the bifurcation lines also merge for the same parameters.

Now, we want to study changes in the stability pattern as the number of links are increased from $K = 9$ to $K = 45$ (Fig. 5.6). As the diagonal tongues vanish towards infinitely large delays the stability transition along the diagonal becomes more fuzzy. Thus, the influence of the topology increases. In contrast, the off-diagonal tongues move to smaller delays and the stability transition becomes sharper until it is given by the stability border of the fully-connected network. The stability transition at the bottom bifurcation line is rather sharp for most values of $K$. However, for comparably small values of $K$ around $K = 15$, we observe a fuzzy stability transition for delays $\tau \gtrsim 3$. In the following, we want to study the different stability transitions for small and large values of $K$ in more detail. Further, we want to take a closer look on the stability borders of the diagonal and off-diagonal tongues. For this purpose we investigate the fraction of unstable networks along the four sections through the delay-plane shown in figure 5.7.
5.2.1 Stability transitions along sections through delay-plane

Figure 5.7: Sections through the delay space (solid orange lines) used to study the stability transition at the diagonal tongue, the off-diagonal tongue, and the bottom stability border. In Fig. 5.6(b), we see that the bottom stability border is fuzzy for large \( \tau \) and sharp for small. Therefore, we consider two sections across this border, one at \( \tau = 3 \) (c) and one at \( \tau = 1.6 \) (d). Section (a) crosses the tips of diagonal tongues in an DHON, and section (b) crosses the tips of the off-diagonal tongues of the eigenvalue \( c = d \). The dashed and dotted lines show the bifurcation lines of the eigenvalues \( c = d = 9 \) (dashed lines) and \( c = d = 2 \) (dotted lines). Other parameters are: \( g' = -1, l' = 0, k = 1 \).

In order to study the stability transition at the diagonal tongue, the off-diagonal tongue, and at the bottom bifurcation line, we calculate the fraction of unstable networks along the lines (a-d) shown in figure 5.7. The lines (a) and (b) describe tip positions of tongues in DHONs. The diagonal line (a) includes the tip position of the tongues \((i,i)\) with negative topological eigenvalues \( c \) and the line (b) gives the tip position of the tongue \((0,1)\) for the eigenvalue \( c = d \), where \( d \in [0,10] \).

Beside the diagonal and the off-diagonal tongue, we also want to study the bottom stability border in more detail. However, for ensembles with small numbers of links, the bottom stability border has different properties for small and large delays \( \tau \) (Fig. 5.6(a,b)). For \( \tau < 2 \), all networks seem to share the same stability border,
which is given by the bifurcation line of the DHONs with \( d = 2K/N \). But for \( \tau \gtrsim 3 \), some networks remain unstable considerably above the bifurcation line, which gives rise to a fuzzy stability border. In order to study these different properties of the bottom stability border, we calculate the fraction of unstable networks along the lines (c) and (d), which are vertical lines at \( \tau = 3 \) and \( \tau = 1.6 \), respectively.

The fraction of unstable networks along the vertical lines (c,d) are computed by drawing \( \delta \) from a uniform distribution between 0 and 0.015 for \( \tau = 1.6 \) and between 0 and 0.5 for \( \tau = 3 \). For the diagonal line (a), the delays \( \tau = \delta \) are drawn from a uniform distribution between 0 and 5 and for the line (b), the degree \( d \) is drawn from a uniform distribution between 0 and 10.

The diagonal tongue

When adding links to tree networks, the diagonal tongue moves towards larger delays and finally disappears (Fig. 5.6(a-d)). As the diagonal tongue diverges towards infinity, the size of the fuzzy area on the diagonal, in which stable and unstable networks coexist, diverges as well (green-shaded areas in Fig. 5.8(a)). However, when further increasing \( K \) the fraction of unstable networks on the diagonal decreases to zero so that all networks are stable on the diagonal.

In principle, we can explain the disappearing of the diagonal tongue as \( K \) increases with the analytical results for the DHONs. From the Eqs. (4.19,4.20), we see that the diagonal tongue vanishes by moving towards infinitely large delays as the most negative topological eigenvalue \( c_{\text{min}} \) increases beyond \( -c^* = -d - (g' + l')/k \).

In order to compare the analytical results for the DHONs to the numerical results for the DHENs, we estimate the ensemble average \( \langle c_{\text{min}} \rangle \) for each \( K \)-ensemble by calculating the average of \( c_{\text{min}} \) of 1000 Erdős-Rényi networks with \( N = 10 \) nodes and \( K \) links. By using \( d = 2K/N \), we calculate the \( \delta \)-value of the tongue tip from Eq. (4.20) and compare it with the stability border shown in figure 5.8(b). For small \( K \), the \( \delta \)-value from Eq. (4.20) is smaller than the according border of the histogram but as \( K \) increases it diverges earlier towards infinity. Thus, the analytical solutions for the DHONs describe the DHENs only qualitatively.

The off-diagonal tongue

Whereas the stability border of the diagonal tongue becomes more fuzzy and approaches infinity as \( K \) increases, the stability border of the off-diagonal tongue becomes sharper and approaches the bifurcation lines of the DHONs with \( c = d \) (Fig. 5.8(b)), which we compute with the Eqs. (4.19,4.20). Obviously, for \( K = 45 \), the stability border has to match the bifurcation line of the fully-connected network...
5.2. Stability of ensembles of random networks

Figure 5.8: Histograms of unstable networks along the four lines (a-d) shown in Fig. 5.7 for different values of $K$. For each histogram, $10^5$ networks are generated. The ratio of unstable to the total number of nets is color coded. Black is used if all nets are unstable, white if all nets are stable. Intermediate values are shown in shades of green. The orange circles and lines show the analytical solutions for DHONs, with $d = 2K/N$. The topological eigenvalues $c$, which are required to calculate the circles in (a), are estimated by averaging the smallest eigenvalue of 1000 adjacency matrices of Erdős-Rényi networks with $N = 10$ nodes and $K$ links. In general, there is a good agreement between the numerical results and the analytic bifurcation lines for the DHONs. Parameters are chosen as in Fig. 5.6.

with $d = 9$, because this is the only realization of a network with $N = 10$ nodes and $K = 45$ links (Fig. 5.6(d)). For the same reason, we observe the sharp stability transition for $K = 44$. We might expect that the fuzzy area becomes maximal for an intermediate number of $K$, because the number of different networks in the ensemble becomes maximal for these values. However, it appears that the $\delta$-range in which the stability is topology dependent is maximal for rather small values of $K$ (green-shaded area in Fig. 5.8(b)).

Comparing the stability border of ensembles of DHENs with the bifurcation lines for the DHONs with $d = 2K/N$, we observe that the stability borders of the DHENs is shifted to larger delays as compared to the bifurcation lines of the DHONs.
Chapter 5. Degree-heterogeneous networks

(Fig. 5.8(b)). Hence, networks with a heterogeneous degree distribution seem to be more stable than DHONs. However, this is not a strict rule. Thus, we will see in section 5.3 that DHENs exist that become unstable before the DHONs when delays are changed along section (b). But such networks are comparably rare, so that we might say that DHENs tend to be more stable than DHONs.

The bottom stability border

The most obvious exception to the rule that DHENs are more stable than DHONs can be observed at the bottom bifurcation line for $\tau > 2$ and small values of $K$ (Fig. 5.6(a,b)). For these parameters, a relatively small fraction of networks remains unstable for $\delta$-values considerably above the bifurcation line of the DHONs, whereas the stability border of the other networks seem to coincide with the bifurcation line (Fig. 5.8(c)). For small values of $\tau$ close to $\tau^*$, the stability borders of all DHENs seem to coincide with the border of the DHONs (Fig. 5.8(d)), which decreases with increasing $K$.

Conclusions

The comparison between the numerically obtained stability borders of ensembles of random DHENs with the analytical results for DHONs shows at least a qualitative agreement. The largest deviations are found at the diagonal tongue and at the bottom bifurcation line for large delays $\tau$ and small values of $K$ (Fig. 5.8(c)). However, for large values of $K$ or small values of $\tau$, the analytical bifurcation line seem to perfectly describe the stability border of the DHENs (Fig. 5.8(c,d)). The stability border at the off-diagonal tongue is described well by the analytical solution. However, considering the off-diagonal tongues, DHENs seem to be generally more stable than DHONs and this deviation is larger for small values of $K$. Since, for sufficiently large $K$, the diagonal tongues vanish and the bottom stability border coincides with the border of the DHONs, the stability of a network is dominated by the off-diagonal tongues. Hence, we may say that DHENs tend to be more stable than DHONs.

Note that from figure 5.8(b) it is not possible to see if some DHENs exist that are less stable than DHONs. In section 5.3, we study DHENs that are particularly stable and particularly unstable. There, we will see that, in fact, degree-inhomogeneous networks exist that are less stable than the DHONs. However, such networks have to be rare to be invisible in figure 5.8(b).

We just stated that DHENs tend to be more stable than DHONs. Thus, we might expect that networks with broader degree distributions tend to be more stable than networks with a narrow degree distribution. This conjecture is tested in the next section by comparing the stability of ensembles of Erdős-Rényi networks with the stability of ensembles of Barabási-Albert networks.
5.2.2 Influence of the degree distribution

From the scatter plots of the ensembles of small Erdős-Rényi networks (ERNs) with \( N = 10 \) nodes, we see that the off-diagonal tongues can be approximated by the analytic bifurcation lines for \( c = d \), where \( d \) is set to the average degree of the network (Fig. 5.6). This approximation is better for large numbers of links, and is of course exact for a fully-connected network. Further, all diagonal tongues disappear for sufficiently large numbers of links, so that the stability of the ensemble of random networks can be estimated by the bifurcation lines for \( c = d \). However, the approximation shows an systematic error, as DHENs appear to be in general more stable than DHONS. Therefore, we may expect that DHENs with a broader degree-distribution tend to be even more stable than DHENs with a rather narrow distribution such as for the small ERNs studied in the previous section. In this section, we study the influence of the degree distribution by comparing the stability of ensembles of larger ERNs with the stability of ensembles of Barabási-Albert networks (BANs), which have a broad scale-free degree distribution. Further, we test if the stability of both types of networks can be approximated by the stability of a fully-connected network with the same average degree.

In order to study the influence of the degree distribution, we compare ensembles of BANs with ensembles of ERNs with \( N = 50 \) nodes, and with \( K = 96 \) and \( K = 400 \) links. Using the Barabási-Albert model, we obtain such BANs by setting the number of links per added node to \( m = 2 \) and \( m = 10 \). Further, we compare the four scatter plots to the analytic bifurcation lines of a fully-connected network with \( d = 2K/N \).

For \( m = 2 \), respectively \( K = 96 \), we note that the diagonal tongue is present for the ERNs and for the BANs. As we have seen above, especially for small average degrees, the border of the off-diagonal tongue is shifted to larger delays for ERNs as compared to the bifurcation lines (Fig. 5.9(a)). This deviation is nearly two to three times as large for the BANs (Fig. 5.9(b)). Further, the diagonal tongue also seems to be shifted towards larger delays. Hence, not only networks with distributed degrees seem to be more stable than networks with homogeneous degree, but networks with a broad degree distribution seem to be more stable than networks with a narrow distribution.

With an increasing number of links, both, the stability borders of the ERNs and of the BANs approach the corresponding bifurcation lines for \( c = d \). Still, the BANs are slightly more stable than the ERNs, but both stability areas can be well approximated by the stability area of a fully-connected network with the same average degree.

The observation that BANs are more stable than the ERNs is also true for the bottom bifurcation line. The quite general statement that DHENs are more stable than DHONs is violated by the ERNs that are unstable above the bottom bifurcation line (Fig. 5.9(a)). However, such networks are not present in the ensemble of BANs. Hence, even though only a heterogeneous degree distribution gives rise to these unstable networks above the bottom bifurcation line, a broad degree distribution such as in the BANs seems to be stabilizing, there. This, shows that there are
Figure 5.9: Comparison between Erdős-Rényi (ERNs) (a,c) and Barabasi-Albert (BANs) (b,d) networks with $N = 50$ nodes, and $K = 96$ (a,b) and $K = 400$ links (c,d). Only the unstable networks of the $10^5$ random networks drawn for each scatter plot are shown. Ensembles of BANs tend to be more stable than ensembles of ERNs. However, for sufficiently large $K$, the stability of both network types can be approximated by the stability of a fully-connected network with the same average degree. Other parameters are: $g' = -1, l' = 0, k = 1$.

non-trivial relations between the topology and the stability. This is further studied in the next section, where we compare network topologies that are particularly stable and unstable.
5.3 Particularly stable and unstable topologies

In the previous sections, we have seen that the stability borders of the ensembles of random networks are fuzzy, which shows that the stability depends on topological differences between networks in an ensemble. For instance, at the off-diagonal tongue, networks with heterogeneous degrees tend to be more stable than the DHONs, whereas some DHENs remain unstable considerably above the bottom bifurcation line of the DHONs in figure 5.6(a,b). This suggests that networks that are particularly stable at one stability border might be particularly unstable at another border.

Here, we are interested in the network topologies that are particularly stable or unstable along the four sections (a-d) shown in figure 5.7. Therewith, we can study the stability transitions at the diagonal, the off-diagonal and the bottom bifurcation line at $\tau = 1.6$ and $\tau = 3$. Particularly stable (unstable) networks at the diagonal and off-diagonal tongues are those that become unstable for comparable large (small) delays as delays are chosen on the sections (a) and (b). For the two transitions at the bottom bifurcation line, the networks that become stable for comparable small (large) values of $\delta$ are considered to be particularly stable (unstable).

In order to find a particularly stable network along one of the four lines, we randomly draw a network from an ensemble and determine the stability border along the line by the binary search method: Starting with an interval on the line that is sufficiently large so that the network is stable at one end and unstable at the other, we subdivided the interval and chose the sub-interval for which the stability of the two ends differs. We repeat this until the final interval width is less than $10^{-6}$. Then, we set the delays to the values given by the interval border at which the network is unstable and repeat drawing networks from the ensemble until we find another stable one. In this way, for each considered stability border and for each $K$-value, we identified the most stable and unstable networks out of at least $10^6$ randomly drawn Erdős-Rényi networks with $N = 10$ nodes.

Whereas the generation of $10^6$ random networks of size $N = 10$ should be sufficient to find the most stable and most unstable networks in ensembles with small or large numbers of links, we cannot assume that we find the most stable and most unstable networks for ensembles with an intermediate number of links. Nonetheless, the networks found can be used to identify stabilizing and destabilizing topological properties.

Trees

Figure 5.10 shows the scatter plot of an ensemble of connected Erdős-Rényi networks with $N = 10$ and $K = 9$ links. We denote the networks shown on the left-hand side as star, chain and fork. The star topology is most stable for all four considered stability transitions. The most unstable topology for the diagonal, the off-diagonal and the bottom bifurcation line at $\tau = 1.6$, is the linear chain. Unsurprisingly, the most stable and unstable networks are identical for the diagonal and the off-diagonal
border, because of the periodicity in bipartite networks. More surprisingly, the same is true for the bottom bifurcation line at $\tau = 1.6$. At the bottom bifurcation line at $\tau = 3$, the most unstable network is the rather irregular fork topology. The reason for the destabilizing effect of such irregular networks is studied in more detail in section 5.3.1.

Note that the star topology that is most stable at all considered borders is the tree with the broadest degree distribution, whereas the linear chain that is most unstable in most cases has the most homogeneous degree distribution. This supports our finding that DHENs tend to be more stable than DHONs.

We already observed in figure 5.6(a) that bifurcation lines of different DHENs coincide at the left part of the tongues and seem to be shifted with respect to each other at the tip and the right part of the tongue. Here, we see this more clearly by comparing the bifurcation lines of the star and the chain topology.

Note that the shift of the bifurcation lines of degree-heterogeneous networks with respect to degree-homogeneous networks results in a shift of the tip, so that the tip

![Figure 5.10: Scatter plot of ensembles of connected Erdős-Rényi networks with $N = 10$ nodes and $K = 9$ links. The three networks on the left are denoted as star, chain and fork. The star is the most stable networks along all considered lines (a-d) (Line (d) is a hardly visible vertical line at $\tau = 1.6$)). The chain is the most unstable network along the lines (a,b,d), and the fork is the most unstable network along the line (c). Bifurcation lines of the star, the chain, and the fork are drawn with solid black, dotted green and long dashed violet lines. Other parameters are: $g' = -1, l' = 0, k = 1$.](image-url)
of diagonal tongues is in generally not exactly on the diagonal. However, the distance is small enough, so that the tongues can still be related to either the OS or the DS.

**Other networks**

We just saw that for the diagonal and the off-diagonal tongue, the most stable network is the star and the most unstable network is the chain. We can explain this identity by the $\pi/\omega$-periodicity of bipartite networks. However, networks with more than $N-1$ links are not bipartite in general. Hence, we cannot expect that the most stable and most unstable networks are identical for the diagonal and the off-diagonal tongues. In this section, we compare the most stable and unstable networks with $K = 10$ to $K = 15$ links for the four considered stability borders and identify some characteristic properties of these networks.

The diagonal tongue vanishes by moving to infinitely large delays as the number of links is increased. Thus, with an increasing number of links, the stability border of the most stable network diverges to infinity. For even larger numbers of links, more and more networks can be found that are stable for arbitrary large delays. Thus, three networks with $K = 13$ links have been found that remain stable for delays larger than 1000. For smaller numbers of links, the most stable networks become unstable for finite delays. All these networks are composed of triangles that seem to be evenly distributed. In contrast, the most unstable networks found on the diagonal do not contain any triangles but only even loops. Thus, these networks are all bipartite (Fig. 5.11).

At the off-diagonal tongue, the most stable networks are composed of a highly connected center, and all remaining nodes connect to the center so that the links are evenly distributed to the central nodes. Thus, the central nodes have a rather homogeneous degree distribution, whereas the whole network has a broad distribution, because the central nodes have a high degree whereas the other links have a degree of 1. This also holds for the star topology. The most unstable networks at the off-diagonal, except for the one with $K = 10$, are also composed of a highly connected component but the remaining nodes make tree structures (Fig. 5.12).

At the bottom stability border at $\tau = 3$, the most stable networks are comparably irregular. However, even those networks all seem to have a highly connected head with an attached network. But the attached networks may also contain loops. The most unstable networks show a more regular pattern. They are composed of an highly connected head, with either one or two attached chains, where both chains are connected to the same node of the highly connected sub-graph. When deleting the highly connected sub-graph, the remaining chains have an odd length of either tree or five (Fig. 5.13).

At $\tau = 1.6$, the most stable networks found are similar to the most unstable networks found at the off-diagonal. Except for the network with $K = 10$, we obtain the most stable networks from the most unstable at the off-diagonal by replacing the attached tree by a linear chain. In the most unstable networks, the degree seems
to be as homogeneous as possible, so that for $K = 10$ and $K = 15$ all nodes have a degree of 2 and 3, respectively. This property is rather unique in the presented list of networks. However, the network with $K = 15$ is also the most unstable network at the diagonal and the ring topology is the most unstable network for all considered stability borders except for the bottom bifurcation line at $\tau = 3$ (Fig. 5.14).

In general, we can conclude that networks are particularly stable or unstable only with respect to certain areas in delay space. This is most apparent for the network with $K = 15$ that is the most stable one at the bottom bifurcation line at $\tau = 1.6$ but the most unstable at $\tau = 3$. For most considered stability borders, we find characteristic properties of the most stable and most unstable networks. However, this is not possible for the whole bottom bifurcation line, because there the most stable and unstable networks change with the delay $\tau$. The reason for this irregularity is studied in the next section.
5.3. Particularly stable and unstable topologies

Figure 5.11: Most stable (upper six) and most unstable (lower six) networks with $N = 10$ nodes for the diagonal tongue. For $K = 13$, three networks (gray networks in second row) are found that are stable for arbitrary large delays. The first row show the most stable networks with $K = 10$ to $K = 12$ links. The lower two rows show the most unstable networks with $K = 10$ to $K = 15$ links (from upper left to lower right).
Figure 5.12: Most stable (upper six) and most unstable (lower six) networks with $N = 10$ nodes and $K = 10$ to $K = 15$ links (from upper left to lower right) for the off-diagonal tongue.
Figure 5.13: Most stable (upper six) and most unstable (lower six) networks with $N = 10$ nodes and $K = 10$ to $K = 15$ links (from upper left to lower right) for the bottom bifurcation line at $\tau = 3$. 
Figure 5.14: Most stable (upper six) and most unstable (lower six) networks with $N = 10$ nodes and $K = 10$ to $K = 15$ links (from upper left to lower right) for the bottom bifurcation line at $\tau = 1.6$. 
5.3.1 Unstable networks above the bottom bifurcation line

We have seen that for small values of $K$ and large values of $\tau$, some DHENs remain unstable well above the bottom bifurcation line of the DHONs, whereas the stability border of most other networks coincide with the bifurcation line (Fig. 5.6(b) and Fig. 5.8(c)). Here, we want to study the reason for this instability by studying the bifurcation lines of a network that is particularly unstable at the bottom stability border for $\tau = 3$.

Figure 5.15: Comparison of the bottom bifurcation lines for the network on the left-hand side and for the DHONs with $d = 2$, $d = 3$ and $d = 4$ (dotted green, long dashed violet and dash-dotted blue lines). We denote the bifurcation line of the network that crosses the point $(\tau^*, 0)$ as primary bifurcation line (thick solid black line), whereas the other line (thick dashed orange line) is denoted as secondary line. In contrast to DHONs, two bifurcation line affect the stability. For large $\tau$, these might be related to sub-graphs of the network. However, for $\tau$ close to $\tau^*$, one line approaches the line of DHONs with $d = 2K/N$. Other parameters are: $g' = -1, l' = 0, k = 1$.

For the network in figure 5.15, the bottom stability border is governed by two bifurcation lines. In contrast, we found for DHONs that the bottom stability border is given only by the bifurcation line of the eigenvalue $c = d$. A corresponding bifurcation line, which also crosses the point $(\tau^*, 0)$, must exist in all DHENs. Indeed, one of the two bifurcation lines crosses this point. We denote this line as the primary bifurcation line, whereas we denote the other as secondary line.

We assume that the two different bifurcation lines might be related to sub-graphs of the network. Therefore, we compare the two bifurcation lines to the bottom bifurcation lines of DHONs with degrees $d = 3$, $d = 2$ and $d = 4$, because the network has $N = 10$ nodes and $K = 15$ links and consists of a fully-connected network of 5 nodes and an attached linear chain of 5 nodes. Hence, the average degree is 3, the degree of the fully connected sub-graph is 4 and the linear chain has a degree close to...
2. We observe that the secondary bifurcation line is close to the \((d = 2)\)-line, which suggests that the chain sub-graph is crucial there. The primary bifurcation line is close to the \((d = 4)\)-line, which suggests that this line is mostly influenced by the fully-connected sub-graph. But most interestingly, the primary branch approaches the bifurcation line for \(d = 3\) for \(\tau\) approaching \(\tau^*\).

In summary, the bottom stability border of some DHENs is governed by two bifurcation lines, whereas it is governed by only a single line in DHONs. However, for small values of \(\tau\) the stability borders of DHENs and DHONs seem to coincide. This is studied in more detail in the next sections.

### 5.3.2 Topology-independence of the bottom stability border

In the previous section, we found that the bottom stability border of a DHEN with average degree \(d = 2K/N\) approaches the bottom bifurcation line of DHONs with the same degree \(d\) if \(\tau\) approaches \(\tau^*\). From the figures (5.6(a,b), 5.8(d)), we see that this seems to be true for all DHENs. Thus, except for the average degree, the stability borders seem to be almost independent of the topology.

In order to study the topology dependence of the stability border close to \(\tau^*\), we use the data obtained while searching for the most stable and the most unstable networks at the bottom stability border at \(\tau = 1.6\). For each network, we estimated the \(\delta\)-value for which the network changes its stability. In figure 5.16, we mark the area between the \(\delta\)-value of the most stable and the most unstable network by a black bar. Though, a minimum height ensures that bars remain visible. By comparing these bars for networks with different numbers of links, we can compare the influence of the number of links with the influence of other topological properties. We observe that the bars for different numbers of links do not overlap. Hence, the number of links \(K\) is the major factor that determines the stability border.

Even though the number of links is the major influence that determines the position of the stability border at \(\tau = 1.6\), the finite widths of the bars show that other topological properties influence the stability, too. It is plausible to assume that these properties become more relevant for larger networks. However, in section 5.3.1, we saw that the primary bifurcation line of a DHEN with \(K\) links approaches the bifurcation line of DHONs with \(d = 2K/N\) if \(\tau\) approaches \(\tau^*\). Hence, we can assume that for \(\tau\) approaching \(\tau^*\), the average degree becomes more crucial for the stability at the bottom bifurcation line, so that all other topological properties can be neglected even in large networks.

In the following, we test the assumption that topological properties, except for the average degree, become irrelevant for the bottom stability border as \(\tau\) approaches \(\tau^*\). Recall that the stability close to \(\tau^*\) is determined by the primary bottom bifurcation line that crosses the point \((\tau^*, 0)\) for all DHENs. Close to \(\tau^*\), the stability border can be approximated by a straight line whose slope \(S\) is identical to the slope of the bifurcation line at \(\tau^*\). For DHONs, we found that the bottom bifurcation line
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**Figure 5.16:** Position of the bottom stability border at $\tau = 1.6$ for ensembles of Erdős-Rényi networks with different numbers of links $K$. The bars mark the $\delta$-region from the most stable to the most unstable network out of at least $10^6$ randomly sampled networks. Though, a minimum height ensures that bars remain visible. Bars for different numbers of links do not overlap, which shows that the stability border is determined mainly by the number of links.

approaches

$$\delta = \left( \frac{\tau}{\tau^*} - 1 \right) \frac{1}{dk} \quad (5.11)$$

for small values of $\delta$ (Sec. 4.5.3). Thus, the slope at $\tau^*$ is given by

$$S_d = \frac{1}{dk\tau^*}. \quad (5.12)$$

If the above assumption is true, then the slopes $S$ for all DHENs with an average degree $d$ approach $S_d$ when $\tau$ approaches $\tau^*$.

In order to test if the slopes $S$ of DHENs with an average degree $d$ approach $S_d$, we perform a numerical continuation of the primary bottom bifurcation line of the most stable and the most unstable networks with $K = 14$, $K = 15$ and $K = 16$ links we found at $\tau = 1.6$. Instead of calculating the slope $S$ at any point $(\tau, \delta)$ on the
bifurcation line, we calculate the slope $S^{sec}(\tau)$ of the secant crossing $(\tau^*, 0)$ and $(\tau, \delta)$ (Fig. 5.17). However, both slopes are identical at $\tau = \tau^*$. The areas between the lines for the most stable and the most unstable network with the same number of links are shaded, because the slopes of the bifurcation lines of other networks with the same number of links lie somewhere inside the area. For each $K$, the slopes of the most stable and the most unstable network both approach the corresponding value of $S_d$ as $\tau$ approaches $\tau^*$. Thus, the average degree is the only topological property that remains relevant if $\tau$ approaches $\tau^*$.

Note that we assumed that the most stable and the most unstable networks we found at $\tau = 1.6$ remain the most stable and the most unstable network as $\tau$ approaches $\tau^*$. This assumptions seems to be justified by the smooth shape of the bifurcation lines and the fact that all bifurcation lines have to cross $(\tau^*, 0)$. Further, if even the bifurcation lines that are most distinct at $\tau = 1.6$ converge as $\tau$ approaches
5.4 Amplitude death for small coupling delays

In the previous section, we saw that all DHENs with \( d = 2K/N \) approach the same bottom bifurcation line if \( \tau \) approaches \( \tau^* \). This line is given by Eq. (5.11), which has been derived for DHONs under the condition that \( \delta \) approaches 0 (Sec. 4.5.3). This condition not only includes the case that \( \tau \) approaches \( \tau^* \) but also the limit of large coupling strength for arbitrary delays \( \tau \). Here, we want to study if Eq. (5.11) is valid in the limit of large coupling strength \( k \) and if an amplitude death region exist above this stability border for all DHENs.

To answer the question if Eq. (5.11) describes the bottom bifurcation line of DHENs for large coupling strength \( k \) is not trivial. We found that the bottom bifurcation lines of DHENs do not coincide with the bifurcation lines of the DHONs with \( d = 2K/N \) for large values of \( \tau \) and \( \delta \), but both lines do coincide for \( \tau \) close to \( \tau^* \), where \( \delta \) is close to 0. So, on the one hand \( \delta \) approaches 0 if \( k \) increases; Hence, we might expect that both bifurcation lines coincide. On the other hand \( \tau \) might be significantly larger than \( \tau^* \), so that we shall not expect that both lines coincide.

Even if both bifurcation lines coincide, we cannot be sure that all DHENs give rise to amplitude death above this bifurcation line. For DHENs, additional tongues of instability might arise that destabilize the system above the bottom bifurcation line.

In order to test that the bottom stability border of DHENs is given by Eq. (5.11) with \( d = 2K/N \), we observe the scatter plots in figure 5.18. Figure (a) shows all stable networks and figure (b) all unstable networks out of \( 10^5 \) randomly drawn Erdős-Rényi networks. The two delays have been drawn from a uniform distribution in the logarithmic space. For large \( k \) all networks are unstable below the line described by
Figure 5.18: Scatter plots of $10^5$ Erdős-Rényi networks with $N = 10$ nodes and $K = 15$ links. Figure (a) shows only the stable networks and figure (b) only the unstable networks. Delays are drawn from a uniform distribution in the logarithmic scale. For large coupling strength, the bottom stability border for all DHENs coincides with the border of DHONs. For sufficiently large coupling strength and sufficiently small coupling delays above the bottom stability border, amplitude death occurs in all DHENs. Other parameters are: $g' = -1, \ell' = 0, k = 1$.

Eq. (5.11) (Fig. 5.18(a)), whereas all network are stable above the line (Fig. 5.18(b)). Hence, Eq. (5.11) seems to be valid for all DHENs and all networks display the phenomena of amplitude death above the bottom bifurcation line.

5.5 Summary

In this chapter, we studied the stability of degree-heterogeneous networks (DHENs) using a numerical method, which allows us to calculate the number of eigenvalues with positive real-part (Sec. 5.1). By comparing the stability patterns of ensembles of random networks with $K$ links to the bifurcation lines of degree-homogeneous networks with $d = 2K/N$, we found that the stability pattern of DHENs resembles the pattern of the DHONs (Sec. 5.2). The pattern is governed by a diagonal set of tongues (DS) and an off-diagonal set of tongues (OS). For trees, both sets give rise to a $\pi/\omega$-periodicity along the $\delta$-axis such as in bipartite DHONs. Thus, it appears that all bipartite networks give rise to a $\pi/\omega$-periodic stability pattern. With an increasing number of links $K$, the DS vanishes towards infinitely large delays, which can in principle be understand by the analytical results as well: The ensemble average of the smallest negative eigenvalue $c_{\text{min}}$ increases with increasing $K$ and thus violates the condition for the existence of tongues, $|c| > c^*$, for sufficiently large $K$. 
The deviation between the analytical bifurcation lines of DHONs and the stability border of the ensemble of DHENs is rather large for the diagonal tongue as compared to other stability borders. However, for sufficiently large $K$, the DS vanishes, and the stability borders can be approximated by the stability borders of a fully-connected network with $N = d + 1$ nodes. The approximation has a systematic error, as DHENs tend to be more stable than DHONs. Further, a comparison of ensembles of Erdős-Rényi networks with ensembles of Barabási-Albert networks suggests that DHENs with a broad degree distribution tend to be more stable than DHENs with a narrow distribution (Sec. 5.2.2).

When stating that DHENs tend to be more stable than DHONs, we admit that this is not always true. First, stating that a given topology is more or less stable than another is not possible in general, because the order in which networks loose stability depends on the actual stability border under considerations. However, for sufficiently large numbers of links, when the stability is only governed by the OS, DHENs seem to be more stable than DHONs. Nonetheless, the most unstable networks at the off-diagonal tongue are degree-heterogeneous. However, such particularly unstable DHENs are rare in the ensembles of random networks.

Unlike, the DHONs, the stability of DHENs is not fully determined by just two sets of tongues, but other bifurcation lines can affect the stability of the system. Thus, for some DHENs with a rather small number of links, we observed a second bottom bifurcation line that destabilized the system for $\tau$ significantly larger than $\tau^*$ (Sec. 5.3.1). Therefore, the order in which different networks loose stability changes along the bifurcation line. However, for $\tau$ close to $\tau^*$, the stability of all DHENs is governed by the bottom bifurcation lines that corresponds to the bottom bifurcation line of the DHONs.

The bottom bifurcation lines of DHENs corresponding to the line of DHONs, not only cross the point $(\tau^*, 0)$ in the delay space, but they cross this point with the same slope as the line of the DHONs. The slope depends on the average degree $d$. Thus, for $\tau$ larger but close to $\tau^*$, the stability at the bottom bifurcation line is governed by the average degree, which is a global property of the network, but the stability is independent of all other topological properties (Sec. 5.3.2).

The bottom stability borders of all DHENs are not only identical for small $\tau$ but also for sufficiently large coupling strength $k$. Thus, such as for DHONs (Sec. 4.5.3), the bottom bifurcation line approaches $\delta = 0$ as $k$ approaches infinity. Further, we observed that all DHENs exhibit amplitude death above this bifurcation line (Sec. 5.4).
In this thesis, I demonstrated the application of generalized modeling to delay networks and used this approach to study a model of delay-coupled delay oscillators, where the coupling is mediated by conserved flows between nodes. The auto-catalytic growth of the node loads is delayed by the growth delay \( \tau \) and the time needed for loads to flow from one node to another is given by the travel-time delay \( \delta \). Within the generalized modeling approach, the model is analyzed by a local stability analysis based on the Jacobian matrix of the system. For degree-homogeneous networks (DHONs), the Jacobian can be decomposed by means of the eigenvalues of the adjacency matrix. Therewith, it is possible to calculate the bifurcation lines analytically. In order to investigate degree-heterogeneous networks (DHENs), I applied a numerical sampling method that uses Cauchy’s Argument Principle to calculate the number of eigenvalues with positive real-parts.

After we have identified parameter regions where the stability is governed by the single node system and hence independent of the network topology, we restricted ourselves to the analysis of the remaining parameter space. There, the system gives rise to Hopf-bifurcations indicating the transition from a stable to an unstable steady state, usually resulting in oscillatory dynamics.

In the \((\tau, \delta)\)-delay space, the bifurcation lines display a \(2\pi/\omega\)-periodicity, where \(\omega\) is the imaginary part of the eigenvalue that crosses the imaginary axis. Thus, it is reasonable to group them into periodic sets and denote the lines in each set by integers \(r\) and \(s\), enumerating the lines along the \(\tau\)- and the \(\delta\)-direction. Depending on the parameters, the two ends of each line either approach straight lines running to infinitely large delays, or lines with the same index \(r\) merge, so that the otherwise separate bifurcation lines form connected lines reaching from \(\delta = 0\) to infinity. In the first case, each bifurcation line borders a tongue of instability and stable channels can exist between them. In the latter case, tongues are merged, so that no stable channels exist.

Stability and topology

For DHONs, there is a direct relation between the (topological) eigenvalues of the adjacency matrix and the bifurcation lines. Each eigenvalue gives rise to one set of tongues. A complex phase \(\psi^c\) of an eigenvalue \(c = |c| \exp(i\psi^c)\) does not change the bifurcation line, except that it shifts the lines by \(\psi^c/\omega\) along the \(\delta\)-direction. The absolute value of the eigenvalue determines the size of the tongue. Larger absolute values result in larger tongues, which usually fully cover tongues of eigenvalues with
the same complex phase but with a smaller absolute value.

For bidirectional DHONs, the stability is governed by the tongues arising from the largest positive eigenvalue $c = d$ and the smallest negative eigenvalue. The smallest negative eigenvalue is maximal for a fully-connected network, for which it is $-1$, and is minimal for bipartite networks, for which it is $-d$. Hence, the fully-connected network and all bipartite networks provide the most stable and most unstable topologies for a given degree $d$. A similar conclusion has been drawn from the analysis of delay-coupled oscillators without an internal node delay [50]. The finding that bipartite networks are least stable has also been made in a model of delay-coupled maps, for which it was shown that bipartite networks cannot stabilize maps that are unstable without coupling [75]. However, in our model, and in the model of the delay-coupled oscillators, bipartite networks are still able to stabilize unstable nodes and hence give rise to amplitude death. But the parameter space in which this effect occurs is minimal for bipartite networks.

The direct dependency of the bifurcation lines on the topological eigenvalues allows to relate bifurcation lines to certain properties of the network that are well-known to be related to the eigenvalues [133]. For instance, the spectral density of Erdős-Rényi networks differs significantly from the spectral density of Barabási-Albert networks [134]. Further, certain singular eigenvalues in network spectra have been related to local sub-graphs such as stars and fully-connected cliques [135, 136]. Additionally, certain eigenvalues of symmetric motifs are conserved in embedding networks if the connections to the embedding network retains the symmetry of the motif [137].

It should be noted that the works relating network topologies to the eigenvalue spectra usually consider degree-heterogeneous networks. But for these networks, there is in general no direct relation between the spectra and the bifurcation lines. However, even for these networks the analytical solutions for the DHONs might provide a good approximation. Further, for embedded symmetric motifs, the analytical solutions is probably precise if the motif itself is degree-homogeneous. In this case $d$ should be set to the common degree of the motif nodes. Thus, even a visual inspection of the network topology can provide information about the stability of the network.

Even though there is no direct relating between the eigenvalues and the bifurcation line in DHENs, it is still possible to relate topological properties to certain stability patterns. Thus, the relation between bipartite networks and the $\pi/\omega$-periodicity of the bifurcation lines, which we first saw in the analytical solutions for the DHONs, can be found in DHENs as well. Further, similar to the DHONs the stability of bidirectional DHENs is mostly governed by only two sets of tongues. One exception is the second bifurcation line in some DHENs that destabilizes the network above the bottom bifurcation line that is known from the DHONs.

A major result of this thesis is that the stability of ensembles of large random networks with sufficiently many links resembles the stability of a fully-connected network with similar degree. This is rather surprising because of the great diversity of topologies which are realized in the ensemble. However, networks with special
properties such as bipartite networks or networks with cliques are very rare and hence unlikely to be drawn, so that such networks hardly influence the stability of the ensemble.

**Amplitude death and heterogeneity**

A rather general rule has been found that states that DHENs tend to be more stable than DHONs and that DHENs with a broad degree distribution tend to be more stable than DHENs with a narrow distribution. Thus, it appears that heterogeneity in the network structure has a stabilizing effect and hence supports the occurrence of amplitude death.

Regarding amplitude death as synchronization to a common steady state, the finding that heterogeneous network structures support amplitude death is consistent with results obtained from delay-coupled maps. In these systems it was found that random networks are more likely to synchronize than regular nets [74]. Further, heterogeneous delays are more likely to give rise to amplitude death than homogeneous delays [76, 79]. Also considering that amplitude death even arises in systems without delays if the oscillators are non-identical [70–72], we may state that heterogeneity in general supports the occurrence of amplitude death.

**Stability dependence on global properties**

Maybe the most surprising result in this thesis is that the only topological property that affects the bottom stability border for small delays $\delta$ is the average degree. This is particularly surprising because the average degree is a global property for which each link is equally important. Therefore, topological information need to be transmitted through the whole network, which suggest a diverging interaction length.

For small values of $\delta$, the bottom stability borders for all DHENs with the same average degree fall on the same line, which is described by an analytical formula derived for the DHONs. The critical delay $\delta$ is proportional to $1/(dk)$, where $dk$ can be viewed as an effective coupling strength. A sampling of random networks showed that in all sampled networks, amplitude death occurs in a small area above the bifurcation line. In contrast to the delay-coupled Stuart-Landau oscillators [30], we find amplitude death for arbitrary small coupling delays if the coupling strength becomes sufficiently large.

**Outlook**

Many results that have been found numerically might as well be proved in a mathematical rigorous way. This includes the topology- and delay-independent stability condition for $q' > l'$ and the finding that the bottom bifurcation lines of DHENs approach the line of DHONs for small $\delta$. 
The numerical method I used to investigate the degree-heterogeneous networks can be applied to general delay networks with arbitrary many delays in the node dynamics or in the coupling. In this thesis, I only analyzed networks with identical nodes and links. But the method also allows to study networks with non-identical delay oscillators, and non-identical coupling. Thus, we might also study the phenomena of amplitude death in non-identical oscillators. It is known that amplitude death either requires non-identical oscillators or delayed coupling. Hence, for delay-coupled non-identical delay oscillators, we might expect that the parameter space of amplitude death can be extended towards smaller coupling delays.

Networks with non-identical nodes are likely to result in non-trivial steady states and hence a non-trivial normalization of the node loads. In this case, the formulation of the model in terms of the normalized loads hinders the description of conserved flows between nodes. Therefore, a generalized analysis of such systems is more complicated. However, instead of a generalized analysis, we may use the numerical method to investigate specific models. In most cases, the steady state does not depend on the delays. However, delays are likely to influence the stability of steady states. Hence, the steady state and the required coefficients of the Jacobian matrix can be calculated from the system without delays, whereas the influence of the delays can be studied using the numerical sampling method.

The efficiency of the numerical method, also allows us to study large numbers of networks. Therewith, particularly stable and unstable networks can be identified as demonstrated in section 5.3. Instead of just drawing the networks from an random ensemble, the method can be improved by using evolutionary algorithms to modify the networks. Such algorithms can be used to identify networks that realize a feedback control to stabilize an otherwise unstable system. Such networks might find applications in engineering, for instance in coupled laser systems [122].

The generality of the model, probably allows to apply the results to real-world system, such as gene-regulatory network. Even though our models aims at describing systems with conserved flows between nodes, we saw that the results can also be applied to systems in which only the average of all inputs influences the node dynamics. Even in systems that are not well described with our model, some fundamental results, such as the the basic stability pattern in the delay space, might still be valid.
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