Chemical Kinetics and Mass Action in Coexisting Phases

Jonathan Bauermann, Sudarshana Laha, Patrick M. McCall, Frank Jülicher,* and Christoph A. Weber*

ABSTRACT: The kinetics of chemical reactions are determined by the law of mass action, which has been successfully applied to homogeneous, dilute mixtures. At nondilute conditions, interactions among the components can give rise to coexisting phases, which can significantly alter the kinetics of chemical reactions. Here, we derive a theory for chemical reactions in coexisting phases at phase equilibrium. We show that phase equilibrium couples the rates of chemical reactions of components with their diffusive exchanges between the phases. Strikingly, the chemical relaxation kinetics can be represented as a flow along the phase equilibrium line in the phase diagram. A key finding of our theory is that differences in reaction rates between coexisting phases stem solely from phase-dependent reaction rate coefficients. Our theory is key to interpreting how concentration levels of reactive components in condensed phases control chemical reaction rates in synthetic and biological systems.

1. INTRODUCTION

The law of mass action sets the foundation for the kinetics of chemical reactions. It states that the rate of a reaction is proportional to the chemical activities of the reactants involved, where the chemical activity depends on concentrations. For a bimolecular reaction between the reactants A and B in a dilute, homogeneous solution, the reaction rate $r$ is proportional to the concentrations of both reactants, $r \propto n_A n_B$. This proportionality arises because the encounters among reactants increase with the concentrations of both components.\(^1\)\(^2\) For a reversible bimolecular reaction, $A + B \rightleftharpoons C + D$, chemical equilibrium corresponds to the balance of the forward and backward rates. At dilute conditions and chemical equilibrium, the law of mass action implies that the ratio of products to reactant equilibrium concentrations is constant, $K \equiv (n_C n_D)/(n_A n_B)$, where $K$ is the equilibrium constant of the reaction and $n_i$ are the concentrations of the reactive components, $i = A, B, C, D$.

The law of mass action also lays the foundation of reaction-diffusion models. Such models have been used to unravel the minimal principles underlying chemical patterns in nonliving\(^3\)\(^4\) and living systems. Examples include pattern formation in tissues\(^5\)\(^6\) or on artificial and cellular membranes.\(^7\)\(^8\)\(^9\)\(^10\)\(^11\) In models of such systems, chemical reaction rates and diffusive fluxes are typically considered to be independent.\(^12\)

However, the law of mass action needs to be carefully applied when mutual interactions among the components become important, particularly in nondilute solutions, where these interactions couple diffusion and chemical reactions. Such interactions can also give rise to phase separation, whereby the system demixes to form compositionally distinct coexisting phases. At phase equilibrium, all components in the coexisting phases have equal chemical potentials and equivalent equal chemical activities. Since chemical activities also determine chemical reactions, the condition of phase equilibrium is expected to govern chemical equilibrium\(^13\)\(^14\) as well as chemical reaction kinetics in a way that differs from homogeneous solutions.

Recent experimental studies investigated the effects of coexisting phases on reversible and irreversible chemical reactions.\(^16\)\(^17\)\(^18\)\(^19\)\(^20\)\(^21\)\(^22\)\(^23\) Increased\(^16\) and decreased\(^17\) reaction rates were reported inside condensed phases compared to their coexisting environment. Interestingly, an upconcentration of reactive components inside the condensed phase led to a decrease in reaction rates in some cases. It was suggested that this opposite trend is due to highly composition-dependent reaction rate coefficients.\(^17\)\(^18\) To unravel the physiochemical principles underlying these experimental observations requires a theory of mass-action kinetics in phase-separated systems.

Here, we derive the kinetic theory for chemical reactions in coexisting phases that are at phase equilibrium. A key result of our work is that reaction rates are only different in two phases due to different reaction rate coefficients and not because of density differences leading to different frequencies of encounters among components. This result stems from the condition of phase equilibrium, which also implies a coupling between diffusion and chemical reaction kinetics due to molecular interactions. Phase equilibrium allows us to represent the relaxation kinetics of reactions as a chemical...
2. RESULTS AND DISCUSSION

2.1. Equilibria in Systems With Chemical Reactions and Coexisting Phases. To formulate the theory for chemical reactions in the coexisting phase, we first introduce the thermodynamic quantities and discuss the relevant equilibria of such systems. We emphasize that the following theory is general and can be applied to any type of chemical reaction network. In this context, we consider simple reactions of the type \( A \rightleftharpoons B \), where reactive components are continuously exchanged between the phases at the steady state.

### 2.1.1. Chemical Potential and Activity

For a solution composed of different types of chemical species \( C_i \) of molecular volumes \( \nu_i \) \((i = 0, ..., M)\), the chemical potential is defined as

\[
\mu_i = \mu_i^0(p, T) + k_B T \log(a_i(\{n_k\}, p, T))
\]

where \( \mu_i^0 \) is the reference chemical potential for \( a_i = 1 \), and \( \{n_k\} \) denotes \( n_{t_0}, n_{t_1}, ..., n_{N_{z_0}} \). The chemical activity

\[
a_i(\{n_k\}, p, T) = \gamma_i(\{n_k\}, p, T) n_i
\]

can be expressed in terms of the activity coefficients \( \gamma_i \). If all solute components are sufficiently dilute with respect to the solvent component, all activity coefficients \( \gamma_i \) are positive constants. In contrast, in nondilute solutions, interactions among components imply that the activity coefficients \( \gamma_i \) depend on the concentrations of all components. Capturing interactions between components \( i \) and \( j \) by a mean-field energy density \( \chi_{ij} N_i N_j / V^2 \), where \( \chi_{ij} \) is an interaction parameter, leads to an exponential dependence of the activity coefficient \( \gamma_i \) on all the concentrations \( n_j \)

\[
\gamma_i = \exp \left( \sum_{j=0}^{M} \chi_{ij} n_j - \mu S \right) / k_B T
\]

with \( S = k_B T \sum_{j=0}^{M} n_j + \sum_{k=0}^{M} \chi_{ik} / k_B T n_k \). Note that in the dilute limit the solvent volume fraction \( n_{t_0} \) is 1, and all interactions involving solute components can be neglected, leading to a constant activity coefficient. The general form eq 3 of the activity coefficients is consistent with the Flory–Huggins model.\(^{28,29}\) We will consider the activity coefficient shown in eq 3 to study how phase coexistence affects the kinetics of specific chemical reactions. Note that the corresponding results do not qualitatively depend on the specific form of activity coefficients related to a mean-field approximation.

2.1.2. Phase Equilibrium. Due to interactions among the components, nondilute solutions can separate into distinct coexisting phases of different compositions. Though we consider the coexistence of two phases I and II for simplicity, we stress that the theory developed below also applies to the coexistence of more than two phases. At phase equilibrium, pressures and temperatures are equal in each phase, \( p^I = p^\text{II} \) and \( T^I = T^\text{II} \). Also, the chemical potentials of each component \( i \) are in balance

\[
\mu_i^I = \mu_i^\text{II}
\]

These conditions are fulfilled by the equilibrium composition of the two coexisting phases with concentrations \( n_i^{I/II} = N_i^{I/II} / V^{I/II} \). Each pair of equilibrium concentrations, \( \{n_k^I\} \) and \( \{n_k^\text{II}\} \), are connected by a tie line. The collection of all such points makes up the binodal manifold in the phase diagram. For instance, Figure 1a depicts the phase diagram of an example of a ternary mixture. Equation 4 can be equivalently expressed as an equality of chemical activities in both phases

\[
a_i^I = a_i^\text{II}
\]

Molecular species partition unequally in the two phases, which is described by the partition coefficient of species \( i \), defined as

Figure 1. Equilibrium phase diagrams. To illustrate different equilibria, we consider a ternary, incompressible mixture composed of the components A, B, and a nonreactive solvent, with identical molecular volumes \( \nu \). (a) Phase equilibrium. Along the binodal line (thick green line), the phase equilibrium condition, eq 4, is fulfilled. Each coexisting pair of equilibrium volume fractions along the binodal line is connected by a tie line (thin green line). (b) Chemical equilibrium. Along the mononodal (thick orange line), the chemical equilibrium condition, eq 10, is satisfied. Chemical equilibrium for the reaction, \( A \rightleftharpoons B \), corresponds to the intersection of the mononodal with a conservation line \( y_i = \nu (n_{k_1} + n_{k_2}) \) (thin orange line). (c) Thermodynamic equilibrium. In the case of a compatible phase and chemical equilibria, both equilibrium conditions (eqs 4 and 10) hold simultaneously. In this case, a single tie line is selected (thick green line), even for a broad range of conservation lines (green area). For incompatible equilibria, the system is homogeneous and compositions are determined by chemical equilibrium (thick orange line).
At phase equilibrium, eq 4, the partition coefficients can be expressed in terms of the activity coefficients in both phases, \( \gamma_i^\text{II} \), by using eqs 1 and 2 as

\[
P_i = \frac{\gamma_i^\text{II}}{\gamma_i^\text{I}}
\]

This expression reveals that partitioning is governed by the composition dependence of activity coefficients \( \gamma_i \). Note that the case \( P_i = 1 \) does not necessarily correspond to dilute solutes.

### 2.1.3. Chemical Equilibrium

We consider chemical reactions \( \alpha = 1, \ldots, R \)

\[
\sum_{j=0}^{M} \sigma_{\alpha j} C_j = \sum_{j=0}^{M} \sigma_{\alpha j}^{\text{II}} C_j
\]

of chemical species \( C_j \), where \( \sigma_{\alpha j} \) are stoichiometric matrices. In eq 8, reactants are on the left side, while product reactions are on the right side. Given \( (M + 1) \) chemical species undergoing \( R \) linearly independent reactions, there exist \( (M - R + 1) \) conserved quantities \( \psi_i \) where \( i = 0, \ldots, M - R \). The reaction Gibbs free energies corresponding to reaction \( \alpha \) are

\[
\Delta \mu_\alpha = \sum_{j=0}^{M} \sigma_{\alpha j} \mu_j
\]

where we abbreviate \( \sigma_{\alpha j} = \sigma_{\alpha j}^\text{II} - \sigma_{\alpha j}^\text{I} \). The basis vectors spanning the nullspace of the matrix \( \nu \sigma_{\alpha j} \) define linearly independent conserved quantities \( \psi_i \). The condition for chemical equilibrium reads

\[
\Delta \mu_\alpha = 0
\]

At chemical equilibrium, eq 10, the equilibrium reaction coefficients \( K_\alpha \) can be expressed in terms of the stoichiometric coefficients, activity coefficients, and reference chemical potentials as

\[
K_\alpha = \prod_{i=0}^{M} (P_i)^{\psi_i}
\]

The equilibrium reaction coefficients thus describe relationships between concentrations at chemical equilibrium. These coefficients depend on composition via the activity coefficients \( \gamma_i \). For dilute solutions, \( K_\alpha \) is composition-independent and is thus often referred to as equilibrium reaction constants.

In general, for given conserved quantities of \( \psi_i \), there exists a unique set of concentrations, \( n_{ij} \), that satisfy eq 11 and therefore correspond to chemical equilibrium. Figure 1b shows the example of a ternary mixture, where the conserved quantity, \( \psi_i \), see figure caption for definition) is constant along the thin straight lines (orange). The concentrations at chemical equilibrium lie on the intersection of a line with constant \( \psi_i \) (thin orange line) with the line on which chemical equilibrium holds and eq 10 is satisfied (thick orange line). We refer to this line as mononodal since it describes a single set of equilibrated concentrations, while the binodal of phase separation characterizes pairs of equilibrated concentrations.

### 2.1.4. Thermodynamic Equilibrium

If a system is at thermodynamic equilibrium and two phases coexist, both chemical reactions and phases are equilibrated. In this case, eqs 10 and 4 are obeyed simultaneously. As a consequence, thermodynamic equilibrium imposes a relation between equilibrium reaction coefficients and partition coefficients. In fact, equilibrium reaction coefficients, \( K_\alpha^\text{I} \) and \( K_\alpha^\text{II} \), differ in the two coexisting phases I and II. At thermodynamic equilibrium, their ratio obeys

\[
\frac{K_\alpha^\text{I}}{K_\alpha^\text{II}} = \prod_{i=0}^{M} (P_i)^{\psi_i}
\]

This relationship between reaction coefficients and partition coefficients is a key result of our work since it connects chemical reactions and phase separation at thermodynamic equilibrium. Equation 13 can select a subset of coexisting concentrations on the binodal manifold if both equilibria are compatible. Combining the binodal and mononodal within one phase diagram represents a new concept that allows us to discuss phase separation affects chemical reactions at equilibrium.
The case of compatible equilibria is illustrated in the example of a ternary mixture shown in Figure 1c, where a unique pair of concentrations coexist at thermodynamic equilibrium for a large range of conserved quantities (green circles). Chemical and phase equilibria can also be incompatible. In this case, thermodynamic equilibrium corresponds to a homogeneous state that satisfies only chemical equilibrium eq 10; top orange solid lines in Figure 2a.

An important implication of our concept to combine the bimodal with the monodonal in one phase diagram is that phase coexistence leads to different equilibrium states compared to the corresponding mixed system. To illustrate this effect, we compare the average composition \( \bar{n} \) of a system at phase coexistence to the same system that is mixed but at chemical equilibrium. Mixing can be realized by stirring, for example. In the phase diagram, this comparison amounts to the deviation between the line of chemical equilibrium (dashed orange line in Figure 2a) and the tie line (solid green line in Figure 2a), which is depicted by the orange domains in Figure 2a.

Since the mixed case is only partially equilibrated, its composition is different from the composition at thermodynamic equilibrium. This difference varies with the value of the conserved quantity, \( \psi_i \) (Figure 2b). This dependence on \( \psi_i \) solely stems from mixing since for the considered ternary mixture with one chemical reaction at thermodynamic equilibrium, and changing the \( \psi_i \) only affects the phase volumes and not the composition in each phase. The difference between the homogeneous, partially equilibrated state and the phase-separated, thermodynamic state reflects the influence of phase coexistence on chemical reactions.

### 2.2. Chemical Reaction Kinetics in Coexisting Phases at Phase Equilibrium

In this section, we study the kinetics of chemical reactions for systems composed of two homogeneous coexisting phases that are maintained at phase equilibrium but are not at chemical equilibrium. This condition of partial equilibrium holds when chemical reactions are slow compared to phase separation and corresponds to the case of concentration-limited chemical kinetics.\(^{32,33} \) We will discuss the implications of our theory for systems that can relax toward chemical equilibrium and systems that are maintained away from equilibrium.

#### 2.2.1. Kinetics of Concentrations and Phase Volumes

In each phase, the kinetics of the respective concentration of component \( i \), \( n_i^{\text{I/II}} \) for \( i = 0, ..., M \) is governed by (see Supporting Information, Section 2)

\[
\frac{d}{dt} n_i^{\text{I/II}} = \frac{1}{V_i^{\text{I/II}}} \left( \frac{1}{V_i^{\text{I/II}}} \frac{d}{dt} V_i^{\text{I/II}} \right) - n_i^{\text{I/II}} - \frac{1}{V_i^{\text{I/II}}} \frac{d}{dt} V_i^{\text{I/II}}
\]

where \( r_i^{\text{I/II}} \) are the chemical reaction rates in the corresponding phases with phase volumes \( V_i^{\text{I/II}} \), and \( j_i^{\text{I/II}} \) are the diffusive exchange rates between phases. These rates maintain phase equilibrium at all times. Note that in this work, rates have the units of concentration per time. The last term of eq 14a accounts for changes in concentrations due to the changes of the respective phase volumes \( V_i^{\text{I/II}} \). The kinetics of these phase volumes follow (see Supporting Information, Section 2)

\[
\frac{1}{V_i^{\text{I/II}}} \frac{d}{dt} V_i^{\text{I/II}} = \sum_{i=0}^{M} k_i^{\text{I/II}} (r_i^{\text{I/II}} - j_i^{\text{I/II}}) + \sum_{i=0}^{M} n_i^{\text{I/II}} \frac{d}{dt} \nu_i^{\text{I/II}}
\]

where \( \nu_i^{\text{I/II}} \) denote the phase-dependent molecular volumes. If the molecular volumes \( \nu_i = \nu_i(p, T) \) are only functions of pressure \( p \) and temperature \( T \) and are not dependent on composition, then they are equal in both phases at isobaric and isothermal conditions and therefore \( d\nu_i^{\text{I/II}}/dt = 0 \). For volume conserving reactions with \( \sum_{i=0}^{M} \sigma_{a_i^i} \nu_i = 0 \) for each reaction \( \alpha \).

#### 2.2.2. Diffusive Exchange Rates between Phases

To maintain phase equilibrium while chemical reactions occur, components need to be exchanged between the phases. This exchange conserves the total number of components in the system, which implies that for the diffusive exchange rates \( j_i^{\text{I/II}} \)

\[
V_i^{\text{I/II}} = -V_i^{\text{II/II}}
\]

As a result, for systems with composition-independent molecular volumes and volume-conserving reactions, the total system volume \( V = V^{\text{I}} + V^{\text{II}} \) is constant with respect to time (see eq 14b).

The condition of phase equilibrium (eq 5) at all times during the reaction kinetics implies that

\[
\frac{d}{dt} (\psi_i n_i^{\text{I/II}}) = \frac{d}{dt} (\psi_i n_i^{\text{II/II}})
\]

Using eqs 14a and 14b in eq 16 together with eq 15 gives a set of \( 2(M + 1) \) equations that are linear in the diffusive exchange rates \( j_i^{\text{I/II}} \). Therefore, the diffusive exchange rates can be written in closed-form expressions \( j_i^{\text{I/II}} = \frac{1}{\hat{V}_i^{\text{I/II}}} \left[ (\rho_i^{\text{I}} + \rho_i^{\text{II}}) \frac{d}{dt} V_i^{\text{I/II}} \right] \), which depend only on the chemical reaction rates, \( r_a^{\text{I/II}} \), and the phase volumes, \( V_i^{\text{I/II}} \).

#### 2.2.3. Reaction Rates at Phase Equilibrium

The chemical reaction rate of each component, in eq 14a can be written in terms of the net reaction rate, \( \nu_a^{\text{I/II}} \), of the reaction \( \alpha \) in each of the phases as

\[
r_a^{\text{I/II}} = \sum_{a=1}^{R} \sigma_{a^\alpha_i} \nu_a^{\text{I/II}}
\]

This net reaction rate can be split into the forward (+) and the backward (−) reaction rates, i.e., as \( r_a = r_a^+ - r_a^- \).

The condition for thermodynamic equilibrium implies that the relationships, \( r_a^+ = r_a^- \) and \( j_i^{\text{I/II}} = 0 \) hold simultaneously in all phases. The forward and backward rates in both phases obey a detailed balance of the rates

\[
\frac{r_a^+}{r_a^-} = \exp \left( \frac{-\Delta \mu_a}{k_B T} \right)
\]

with the reaction free energy \( \Delta \mu_a \) given by eq 9. Equation 18 is fulfilled by choosing the forward and the backward rates as

\[
r_a^\pm = k_a \{n_i\}, p, T \exp \left( \frac{-\sum_{a=1}^{M} \sigma_{a_i^i} + \mu_i}{k_B T} \right)
\]

Here, \( k_a \{n_i\}, p, T \) denotes a reaction rate coefficient that depends on temperature, pressure, and composition \{\( n_i \}\). Note that thermodynamics does not determine the value of the reaction rate coefficient. Rather, it only constrains the coefficient to be positive and thereby guarantees that the entropy of the system increases.

Using eq 19, the chemical reaction rate of component \( i \) (eq 17) can be written as

\[
V_a^{\text{I/II}} = -V_a^{\text{II/II}}
\]
Figure 3. Kinetics of a unimolecular reaction relaxing to thermodynamic equilibrium. We consider the kinetics of a ternary, incompressible mixture and the chemical reaction eq 26. (a) Different choices of initial conditions 1 (blue) and 2 (red) follow different flow fields. However, both initial conditions lead to the same thermodynamic equilibrium because they lie on the same conserved line $y_1 = 0.55$; see also (b) showing the chemical trajectories for product B, where solid and dotted lines correspond to volume fraction in phase I/II and averages, respectively. (c) Difference in reaction rate coefficients between two phases affects reaction rates (in both phases and average) but not the thermodynamic equilibrium state. The average volume fraction of product B changes continuously at the onset of phase separation for initial condition 1. The average reaction rate of product B, $\bar{V}/\bar{V}$ (e), has a kink at the onset of phase separation, implying that (f) average reaction acceleration of product B, $\bar{d}n_i/\bar{d}t$, jumps at the onset of phase separation. Please note that the kink and the jump require that phase equilibrium is established quasi-instantaneously on the time scales of chemical reactions.

$$ r_i^{1/II} = \sum_{a=1}^{R} k_{a}^{II} n_a H_a $$

where we introduce the chemical reaction force

$$ H_a = \exp \left( \frac{\mu_a^+}{k_B T} \right) - \exp \left( \frac{\mu_a^-}{k_B T} \right) $$

Here, we have also introduced the reactant (+) and product (-) free energies $\mu_a^{\pm}$ via

$$ \Delta \mu_a = \mu_a^- - \mu_a^+ $$

Equations 14a and 14b together with the phase equilibrium conditions eq 16 and the chemical reaction rates, described by eqs 20 and 21, govern the kinetics of chemical reactions at phase equilibrium. These kinetic equations represent a key result of our work since they extend the chemical laws for dilute and homogeneous systems with reactions to nondilute and phase-separated systems.

2.2.4. Chemical Reactions Relaxing to Chemical Equilibrium. For systems that can relax to thermodynamic equilibrium, the reactant and product free energies are directly determined by the chemical potentials

$$ \mu_a^{\pm} = \sum_{i=0}^{M} \sigma_{a}^{\pm} \gamma_{i} $$

and the chemical reaction force can thus be expressed in terms of the chemical activities as

$$ H_a = \prod_{m=0}^{M} \left( e^{\mu_a^{+}/k_B T} a_m \right)^{\gamma_{a}} - \prod_{m=0}^{M} \left( e^{\mu_a^{-}/k_B T} a_m \right)^{\gamma_{a}} $$

This form of the chemical reaction force is specific to systems that can relax to thermodynamic equilibrium and implies various properties for chemical reactions occurring at phase equilibrium.

2.2.5. Key Properties of Chemical Reactions at Phase Equilibrium. First, at phase equilibrium, the chemical activities $a_i = \gamma n_i$ are equal in both phases. For chemical reactions that can relax to thermodynamic equilibrium, equal chemical activities between the phases imply that the chemical reaction forces $H_a$ (eq 21) are equal in both phases as well. Note that the reaction forces are equal despite the composition difference between the phases. This key result of our work emerges because chemical activities (or equivalently chemical potentials) govern both the chemical kinetics of the components in the phases and their diffusion between the phases. Equal reaction forces $H_a$ between phases imply that the chemical reaction rate $r_i^{1/II}$ of component $i$ shown in eq 20 is different between the phases only due to the composition-dependent reaction rate coefficients $k_{a}^{1/II}$.

Second, due to phase equilibrium, the rate of change of the concentration of a reactive molecule in one of the phases, $d n_i^{1/II}/d t$, is not equal to the chemical reaction rate $r_i^{1/II}$ of the component. The reason is that, in addition, the diffusive exchange of reactive components between the phases $j_i^{1/II}$ and changes in phase volumes $d V_i^{1/II}/d t$ contribute to concentration changes in each phase; see eq 14a. Both contributions are crucial since they maintain phase equilibrium during the chemical kinetics, that is, the concentrations $n_i^{1/II}$ remain on the binodal manifold which is defined by the condition for phase equilibrium (eq 4). Thus, the determination of reaction rates in each phase requires the knowledge of both the diffusive exchange rates between the phases and how the phase volumes change with time.
Third, the chemical kinetics at phase equilibrium differs from the kinetics of the corresponding mixed system. We already discussed in Figure 2a,b that the thermodynamic state is distinct from the corresponding well-mixed system. In contrast to such well-mixed systems where the chemical kinetics is governed by the composition of the mixture, the chemical kinetics at phase equilibrium is determined by the chemical activities (or chemical potentials) along the binodal manifold together with the phase-dependent reaction rate coefficients. This difference can be illustrated when, for example, considering the kinetics of the average concentrations, \( \bar{n}_i = (V^n_1 + V^n_II)/V. \) Using eqs 14a and 14b, the corresponding kinetics is given by

\[
\frac{d\bar{n}_i}{dt} = \sum_{\alpha = 1}^{R} \left( \frac{V^n_I}{V} k^n_{\alpha I} + \frac{V^n_II}{V} k^n_{\alpha II} \right) \sigma_{\alpha} H_{\alpha}
\]

for volume-conserving reactions. We find that in systems with coexisting phases I and II, the time evolution of the average composition is determined by the kinetics of the phase volumes \( V^n_I, V^n_II, \) the phase-dependent reaction rate coefficients \( k^n_{\alpha I}, k^n_{\alpha II}, \) and the phase-independent reaction force \( H_{\alpha}. \)

2.2.6. Unimolecular Chemical Reactions in Coexisting Phases. In this section, we discuss an example of a ternary mixture with chemically reactive components A and B and a nonreactive solvent S. For simplicity, we assume identical molecular volume \( \nu \) for all components. We consider a single reaction whereby solute A can spontaneously convert to product B and vice versa without the participation of any additional components, referred to as an unimolecular chemical reaction

\[ A \rightleftharpoons B \]  

Note that for systems that chemically react via unimolecular reactions and that can phase separate, the chemical reaction rates of components eq 20 are generally nonlinear in the solute concentrations. For such a unimolecular reaction in a ternary mixture, we can define two conserved quantities, \( \psi_1 = \nu (n_A + n_B) \) and \( \psi_0 = \nu n_C. \) We numerically solve the governing kinetic equations of the unimolecular chemical reaction eq 26 at phase equilibrium; for details see Supporting Information, Section 3.

The kinetics of a unimolecular chemical reaction at phase equilibrium can be illustrated as a chemical trajectory in a simple phase diagram spanned by two reactive components A and B (Figure 3a). For an initial composition within the binodal (red dot in Figure 3a), the concentrations in each phase follow a flow field along the binodal lines (solid red lines in Figure 3a). The corresponding average composition moves along the conservation line of fixed \( \psi_1 \) while crossing different tie lines (dotted red line in Figure 3a). Changes in the line as the chemical reaction proceeds imply corresponding compositional changes in the coexisting phases. For an initial composition outside the binodal (blue dot in Figure 3a), the initially well-mixed system moves along the conservation line and the phase separates into coexisting phases when the composition reaches the binodal line (solid blue lines in Figure 3a). The onset of phase separation leads to a discontinuity of the volume fractions, which otherwise evolve smoothly over time (Figure 3b). Then, similar to the previous initial condition, the phase composition follows the flow along the binodal lines. Since both cases are identical except for their initial conditions, both relax to the same thermodynamic equilibrium state.

Varying the reaction rate coefficients \( k^n_{\alpha I}/k^n_{\alpha II} \) in the phases can strongly alter the chemical kinetics (Figure 3c). When the reaction rate coefficient is increased in the B product-rich phase \( (k^n_{\alpha I}/k^n_{\alpha II} = 10) \), product B relaxes more quickly toward thermodynamic equilibrium. The same holds true for the average concentration of product B. Interestingly, at the onset of phase separation, the average reaction rate \( \bar{r}_i = (V^n_I + V^n_II)/V \) (rhs. of eq 25) is continuous but can kink for reaction rate coefficients that are unequal between the phases \( (k^n_{\alpha I} \neq k^n_{\alpha II}) \); see Figure 3d and inset for average reaction rate of product B, \( \bar{r}_{B}. \) Average reaction rate \( \bar{r}_{B} \) can even initially increase before relaxing to thermodynamic equilibrium \( (\bar{r}_B = 0). \) This increase is a result of an initial very fast growth of phase I, which stems from the fast formation of product B in phase 1 (Figure 3e).

The kink of the average reaction rate \( \bar{r}_{B} \) at the onset of phase separation implies a jump in the acceleration of the chemical reaction, \( d\bar{r}_{B}/dt \) (Figure 3f). In other words, as coexisting phases form, there is a drastic change in the average reaction.

Figure 4. Kinetics of a bimolecular reaction relaxing to thermodynamic equilibrium. We illustrate the kinetics of a quaternary, incompressible mixture and the chemical reaction eq 27. (a) Phase equilibrium and chemical equilibrium are represented by two surfaces (green and orange, respectively). The closed line given by the intersection of these two surfaces depicts the thermodynamic equilibria states (dashed green line). The solid blue and red lines correspond to trajectories of two systems with different values of conserved quantities (see (b)). We have chosen \( \psi_1 = 0.42 \) with \( \psi_2 = 0.05 \) for the blue trajectory and \( \psi_2 = 0.1 \) for the red trajectory. (b) Two planes of conserved quantities defined by \( \psi_1 \) (light blue plane) and \( \psi_2 \) (gray plane) intersect to uniquely define a line (solid red as in (a)) along which the trajectory of the average volume fractions progresses during kinetics. At the intersection of this unique line with the manifold of thermodynamic equilibrium, the compositions in each phase (red dots) are also uniquely selected. (c) Chemical trajectories for product C, where solid and dotted lines correspond to volume fractions in phase I/II and averages, respectively for two systems (red and blue). The volume fractions in each phase and average, therefore, evolve to different thermodynamic equilibrium states.
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rate of the system. This change reflects the effect of phase separation on the kinetics of chemical reactions.

2.2.7. Bimolecular Chemical Reactions in Coexisting Phases. As a further example of a chemically reactive system at phase equilibrium, we study a four-component system that contains three reactive solutes \( i = A, B, C \) and a nonreactive solvent \( S \). In this example, the solutes undergo a bimolecular chemical reaction

\[
A + B \rightleftharpoons C
\]

(27)

which conserves volume (see Supporting Information, Section 3B for details). For such a bimolecular chemical reaction in a four-component mixture, there exist three conserved quantities. Each conserved quantity is represented by a plane in a three-dimensional phase diagram spanned by the volume fractions of the reactive solute components \( A, B, C \). The three conserved quantities are \( \psi_i = \nu_i n_A + \nu_i n_B + \nu_i n_C \), and \( \psi_i = \nu_i n_A - \nu_i n_B \), and the intersection of the planes corresponding to conserved quantities \( \psi_1 \) and \( \psi_2 \) yields a line in the phase diagram.

The chemical kinetics of a bimolecular reaction at phase equilibrium can be depicted as a chemical trajectory in the three-dimensional phase diagram. Figure 4a shows two chemical trajectories corresponding to systems with two different values of conserved quantities. For both cases, the kinetics of the average composition follows the intersection of the respective conserved planes, \( \psi_1 \) and \( \psi_2 \), which is illustrated for one initial condition in Figure 4b. As phase separation occurs, the volume fractions in each phase move along the binodal surface (green). The chemical kinetics stop when the volume fractions in the coexisting phases reach the thermodynamic equilibrium (green-orange dashed line in Figure 4a,b). The thermodynamic equilibria lie on a closed surface and the chemical equilibrium surface with the intersection between the binodal and the chemical equilibrium surface, where the external reaction free energy \( \Delta\mu \) describes the contribution stemming from the fuel reservoir (see Supporting Information, Section 4). Following eq 22, we can also express the effective reaction free energy \( \Delta\mu^\pm \) as the difference between effective reactant (+) and product (−) free energies

\[
\mu_i^\pm = \sum_{j=0}^{M} \sigma_{ij} \mu_j + \mu_i^\pm
\]

(28)

where \( \mu_i^\pm \) are external the reactant and product free energies that can be set by a chemostat. If the external reaction free energy \( \Delta\mu \neq 0 \), NNESS can occur. Note that in certain cases, equilibrium states can be reached even if \( \Delta\mu \neq 0 \). Specifically, this happens when \( \Delta\mu \) can be written as \( \sum_{i=0}^{M} \sigma_{ij} \mu_j \), where the \( \sigma \) are constants for each component, \( i \), but are equal in the phases and for all reactions \( \alpha \). If \( \sigma \) were different for different reactions, reaction equilibrium could not be reached. If they were different for different phases, phase equilibrium could not be reached. If these conditions are not satisfied, the system cannot settle into thermodynamic equilibrium. Here, we focus on systems where the coupling to chemostats leads to a composition-dependent external reaction free energy \( \Delta\mu \) in the presence of coexisting phases. In this case, phase and chemical equilibrium cannot be fulfilled at the same time.

The incompatibility of phase and chemical equilibrium can be seen in the phase diagram looking at the intersection points.
of the binodal manifold with the effective chemical equilibrium manifold, \( \Delta \mu_\alpha = 0 \) (e.g., yellow and red lines in Figure 5a). These intersection points cannot be connected by a tie line. Therefore, there can be NESSs, where \( \Delta \mu_\alpha^{\mathrm{NESS}} = 0 \) but reaction rates \( r_i^{\mathrm{I/II}} \) and diffusive exchange rates \( j_i^{\mathrm{I/II}} \) are non-zero, respectively.

A measure of the deviation of chemical reaction \( \alpha \) from thermodynamic equilibrium can be defined as

\[
\Delta \mu_\alpha^{\mathrm{NESS}} = \sum_{i=0}^{M} \sigma_{\alpha,i} \mu_\alpha^{\mathrm{NESS}}
\]

where \( \mu_\alpha^{\mathrm{NESS}} \) are steady state chemical potentials. The quantity \( \Delta \mu_\alpha^{\mathrm{NESS}} \) is the original reaction free energy given by eq 9 but determined in the nonequilibrium state. Since \( \mu_\alpha^{\mathrm{NESS}} \) are identical in the two phases due to phase equilibrium, the nonequilibrium reaction free energy

\[
\Delta \mu_\alpha^{\mathrm{NESS}} / k_B T = \log \left( \frac{k_a^{\mathrm{I/I}} \exp \left( \frac{\Delta \mu_\alpha^{\mathrm{I/I}}}{k_B T} \right)}{k_a^{\mathrm{II/I}} \exp \left( \frac{\Delta \mu_\alpha^{\mathrm{II/I}}}{k_B T} \right)} \right)
\]

is phase independent. Equation 31 results from the balance of reaction and diffusive exchange rates \( r_i^{\mathrm{I/II}} = j_i^{\mathrm{I/II}} \), which corresponds to the steady state condition of eq 14a together with \( \frac{\Delta \mu_\alpha}{k_B T} = 0 \). The nonequilibrium free energies, \( \Delta \mu_\alpha^{\mathrm{NESS}} \), can be interpreted as the response of the system to external reactant and product free energies \( \Delta \mu_\alpha^{\pm/\mathrm{I}} \) that are set by a chemostat. The values of the nonequilibrium reaction free energies are dependent on the reaction rate coefficients \( k_i^{\mathrm{I/II}} \) and the phase volumes at the steady state, \( V^{\mathrm{I/II}} \).

To illustrate the kinetics of chemical reactions and steady states that are maintained away from chemical equilibrium but are at phase equilibrium, we study the same unimolecular reaction in a ternary mixture as in Section 2.2.6. To maintain the reaction away from chemical equilibrium, we choose a nonzero external product free energy \( \mu^{\pm,\mathrm{II}} \), which we also refer to as chemostat potential. For simplicity, the other external reactant and product free energies \( \mu^{\pm,\mathrm{I}} \) are chosen to be zero. Therefore, the effective chemical equilibrium line, \( \Delta \mu = 0 \), is only affected in phase I (solid red and yellow lines compared to the gray line in Figure 5a). For a single reaction, however, a NESS can only be reached in systems with coexisting phases.

For such systems, an important finding is that by choosing different values of the chemostat potential \( \mu^{\pm,\mathrm{II}} \), the chemical kinetics change and the system relaxes to different NESSs. For each value of \( \mu^{\pm,\mathrm{II}} \), such steady states have specific compositions in the coexisting phases indicating that the chemical driving can select distinct states of the chemically reactive system (solid green and light blue, respectively, in Figure 5a,b). Moreover, the chemical trajectories of the volume fractions in each phase (solid lines) and the average volume fractions (dotted lines) change when varying the chemostat potential \( \mu^{\pm,\mathrm{II}} \); see Figure 5b. In particular, the jump of the average acceleration \( \ddot{V}_i \) is also affected by the external reaction free energy (not shown).

The reaction free energy in the NESS \( \Delta \mu_\alpha^{\mathrm{NESS}} \) is used to characterize how much the considered system deviates from thermodynamic equilibrium for a given value of the chemostat potential \( \mu^{\pm,\mathrm{II}} \). Around thermodynamic equilibrium, \( \mu^{\pm,\mathrm{II}} \) varies linearly, while for large deviations, \( \Delta \mu_\alpha^{\mathrm{NESS}} \) saturates at two plateaus depending on the sign of the chemostat potential \( \mu^{\pm,\mathrm{II}} \) (Figure 5c). In particular, large and positive \( \mu^{\pm,\mathrm{II}} \) favor the conversion from component A to B in phase I. This trend is opposed by a decrease in the volume of phase I, therefore leading to the plateau for such values of \( \mu^{\pm,\mathrm{II}} \). Consistent with this, the value of the plateau of \( \Delta \mu_\alpha^{\mathrm{NESS}} \) is determined by the volume of phase I, which is in turn set by the conserved quantity \( \psi_i \). Specifically, the plateau value corresponds to the intersection of the line of conserved quantity \( \psi_i \) (thin gray line) and the binodal line; see Figure 5a. In contrast, small and negative values of \( \mu^{\pm,\mathrm{II}} \) favor the conversion from component A to B in phase I. The full conversion is not possible since chemical reactions are only maintained away from chemical equilibrium in phase I, and thus the volume of phase I limits the selection of coexisting NESSs.

For chemically driven systems, the phase volumes are strongly influenced by an external supply of reaction free energy. This property is distinct from chemically driven systems since, at thermodynamic equilibrium, the phase volumes are solely determined by the conserved quantity. In particular, a ternary mixture with one chemical reaction at thermodynamic equilibrium becomes an effective binary mixture of two conserved quantities. As a result, varying these conserved quantities solely changes the phase volumes (Figure 1c). In contrast, for a chemically driven system, changing the conserved quantities also affects phase composition (see Supporting Information, Section 5).

3. CONCLUSIONS

In our work, we developed a theory of the chemical kinetics in phase-separated mixtures at phase equilibrium. For simplicity, we considered the case of homogeneous phases which arises when chemical reactions are slow compared to the phase separation kinetics. This includes systems where chemical reactions are rate limiting, such as reactions with biological enzymes.\(^{32}\) This separation of time scales implies that the size of each phase is smaller than the reaction-diffusion length scales, which are set by the reaction rate coefficients and the diffusion coefficients. If these conditions are satisfied, we can consider the case of chemical reactions in coexisting phases that are each homogeneous and well-mixed.

For systems with chemical reactions that are slow compared to the phase separation kinetics, we showed that the condition of phase equilibrium governs chemical equilibrium. Therefore, chemical equilibrium in coexisting phases differs from the chemical equilibrium where all components are well mixed. Furthermore, the kinetics of reactions approaching chemical equilibrium also differs between phase-separated and the corresponding well-mixed system. We show that in a phase-separated system, the relaxation kinetics can be represented by a chemical trajectory of time-dependent phase concentrations that move along the binodal manifold in the phase diagram. We also find that conservation laws play an important role in phase-separated systems. Quantities conserved by the reactions define manifolds in composition space to which average compositions are confined. Such conservation manifolds, together with the manifolds of chemical and phase equilibria, govern the combined kinetics of reactions and phase separation.

Phase separation organizing chemical reactions was suggested as an important concept to understand cellular biochemistry.\(^{40-43}\) In particular, phase-separated condensates can provide distinct biochemical environments and serve to
localize and confine chemical reactions.\textsuperscript{44,45} The study of biochemical processes in phase-separated systems is currently a rapidly growing field. Our theory can play an important role to interpret observations in experimental systems where solute components undergo chemical reactions in the presence of coexisting phases. In particular, our work clarifies that the increased concentration of reactants in a condensed phase does not by itself lead to increased reaction rates. Rather, if the coexisting phases are at phase equilibrium, the reaction rates $r_{i/\text{II}}$ of component $i$ in each phase can only differ due to different reaction rate coefficients, $k_{a/\text{II}}$. In other words, the increased local concentration of a reactive solute due to phase separation does not necessarily increase the rates of reactions in which it participates. The speed-up or slow-down of reactions is solely determined by the reaction rate coefficients in each phase, which can also decrease upon condensation. These insights might be relevant to explain recent observations in coacervate emulsions with enzymatic reactions.\textsuperscript{47,46−48}

According to our theory, the reaction rate coefficients $k_{a/\text{II}}$ can be determined by measuring the rate of concentration changes, $n_{i/\text{II}}$ (eqs 14a and 14b), together with the diffusive exchange rates between the phases and potential volume changes of coacervates. Another important insight of our work is that the rate of change of the concentration of reactive molecule $i$ in one phase is not equal to the chemical reaction rate, $r_{i/\text{II}}$, of this component. This is because phases are coupled and components are rapidly exchanged between the phases at phase equilibrium. To determine the chemical reaction rate $r_{i/\text{II}}$ of component $i$, the diffusive exchange rate between the phases as well as the changes in phase volumes need to be taken into account. Thus, the chemical kinetics in coexisting phases tightly integrates phase separation kinetics and reaction kinetics. To highlight this point, we note that the effect of phase separation on chemical reactions in two coexisting phases cannot be inferred from the study of reactions in the two phases when they are isolated.

We also discussed chemical reactions at phase equilibrium but maintained away from chemical equilibrium via an external supply of free energy. Such external free energy could, for instance, be supplied via a chemical fuel. We find that the resulting nonequilibrium steady states (NESSs) have nonzero chemical reaction rates and nonzero diffusive exchange rates of components between the phases. At the NESSs, both of these nonzero rates balance each other. We showed that the steady-state concentrations in the two phases depend on the external reaction free energy. Thus, controlling the external reaction free energy supply can be used to select distinct compositions of coexisting phases and to vary the phase volumes. For systems maintained away from chemical equilibrium, the chemical reaction rates $r_{i/\text{II}}$ can be phase dependent due to the supply of external free energy, which can differ between the phases, in addition to phase-dependent reaction rate coefficients $k_{a/\text{II}}$. Thus, for such driven systems, reaction rates in the two phases can be controlled externally, even allowing opposite net directions of chemical reactions between the phases.

Using equations for the chemical kinetics of dilute, homogeneous mixtures for systems that can phase separate is incorrect if the system can relax toward thermodynamic equilibrium. First, there are diffusive exchanges between the phases that cannot be ignored. Second, systems that phase separate are nondilute and have chemical activities that are nonlinear in concentrations, which govern the kinetics of the chemical reaction, in particular at concentrations where mixtures can phase separate. For instance, in phase-separated systems, unimolecular reactions cannot be described as first-order reactions when the system can relax toward thermodynamic equilibrium. Applying equations for the chemical kinetics of dilute, homogeneous mixtures to phase-separated systems would implicitly correspond to a driven system with a supply of external free energy. The results of our work could be tested in experimental systems such as coacervates with enzymatic reactions.\textsuperscript{47,49−55} It will be interesting to compare chemically reactive systems at phase equilibrium with their well-mixed counterparts. In our theory, we considered that equilibration is quasi-instantaneous among the co-existing phases and at the interfaces. Thus, an interesting extension of our work is to account for the effects of the interface on chemical reactions. In particular, reactive solute components at the interfaces could show complex kinetics due to interfacial effects such as effective resistance,\textsuperscript{53}−\textsuperscript{55} thereby altering the transport between the coexisting phases.
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