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Abstract

Self-organized synchronization occurs in a variety of natural and technical systems but has

so far only attracted limited attention as an engineering principle. In distributed electronic

systems, such as antenna arrays and multi-core processors, a common time reference is

key to coordinate signal transmission and processing. Here we show how the self-organized

synchronization of mutually coupled digital phase-locked loops (DPLLs) can provide robust

clocking in large-scale systems. We develop a nonlinear phase description of individual and

coupled DPLLs that takes into account filter impulse responses and delayed signal trans-

mission. Our phase model permits analytical expressions for the collective frequencies of

synchronized states, the analysis of stability properties and the time scale of synchroniza-

tion. In particular, we find that signal filtering introduces stability transitions that are not

found in systems without filtering. To test our theoretical predictions, we designed and car-

ried out experiments using networks of off-the-shelf DPLL integrated circuitry. We show that

the phase model can quantitatively predict the existence, frequency, and stability of syn-

chronized states. Our results demonstrate that mutually delay-coupled DPLLs can provide

robust and self-organized synchronous clocking in electronic systems.

Introduction

In spatially extended electronic systems that require coordination of a large number of compo-

nents, it is a challenge to provide a synchronized time reference [1–3]. Such systems include,

e.g., global positioning systems, servers on the internet, multi-core and multi-processor com-

puter architectures, network-on-chips, and large antenna and sensor arrays [4–7]. A general

issue for synchronization of oscillators are signal transmission delays caused by finite signal

propagation speed [8–10]. A processor running at 1GHz has a period of 1ns, the time in which
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signals send at the speed of light can travel 30cm. This implies significant transmission delays

at length scales in the centimetre range for such frequencies. In most cases, the time reference

in electronic systems relies on hierarchical concepts, i.e., a high quality master-clock feeds for-

ward a synchronization signal into a clock-tree, entraining all other slave-clocks [11]. In such

systems, signal transmission delays have to be compensated, e.g., all connections in a clock-

tree have to be of equal length [11, 12]. Such strategies become space and energy inefficient for

large systems [13]. Moreover, hierarchical entrainment is vulnerable to fluctuations and fail-

ures, e.g., due to noise and cross-talk [11, 14]. Hence it is a challenge to achieve precise and

robust synchronization of autonomous clocking units [15, 16].

Robust self-organized synchronization without hierarchical structures has been found in

large collections of oscillators in nature. In biological systems, such as neuronal networks, cou-

pled genetic oscillators, cardiac pacemaker cells, and in flashing fireflies, synchronization is

attained in a self-organized way [17, 18]. Through mutual coupling of individual oscillatory

units, these systems are able to synchronize robustly in highly noisy environments and in the

presence of considerable communication delays [19–24]. For instance, in neuronal systems,

axonal conduction delays are typically in the range of 1-100 of milliseconds [25], and therefore

a considerable fraction of the typical neural oscillation frequencies between 1 and 100 Hz. This

is achieved in the absence of an entraining master clock. It has been shown that such a decen-

tralized synchronization strategy enables robust self-organization of synchronous states also in

analog electronic networks, thereby providing a position-independent time reference [26].

Recently, we have developed a phase oscillator description which captures the dynamics of digi-

tal electronic oscillators [27]. We also showed that electronic networks provide excellent experi-

mental conditions to study the nonlinear dynamics of mutually coupled oscillators [28–30] in a

controlled environment with adjustable system parameters and transmission delays [27].

Here, we study synchronization dynamics in networks of delay-coupled digital phase-locked

loops (DPLLs). We show theoretically that such networks operating on digital signals can be

formulated in terms of a phase oscillator description and study the existence, stability and the

frequencies of different frequency synchronized states, e.g., checkerboard, m-twist and in-phase

synchronized states. In contrast to implicit expressions for the frequencies of the synchronized

states in analog systems, we here provide closed analytical expressions for the frequencies of

synchronized states in digital systems. These can be obtained explicitly due to the piecewise lin-

ear coupling function. Furthermore, we discuss the role of the characteristic integration time

related to signal filtering within the DPLLs. This integration time leads to memory effects that

generate inertia-like behavior. This can lead to transient waves that travel through the network,

initiated by local perturbations [31]. Our theoretical results are supported by experiments per-

formed on real networks of off-the-shelf DPLL integrated circuitry. These experiments include

networks of up to 9 DPLLs with different coupling topologies, such as nearest-neighbour cou-

pled networks with open or periodic boundary conditions. In Section 1, we develop a phase

model of N mutually delay-coupled DPLLs. In Section 2 and Section 3, the existence and stabil-

ity of different types of frequency-synchronized solutions for networks of mutually coupled

DPLLs are investigated. In Section 4, we use our theory to illustrate the behavior of DPLL sys-

tems for specific examples. In Section 5, we present experimental data for systems of mutually

coupled DPLLs with different network topologies and show that the measurements can be

understood quantitatively using our theory. Finally, conclusions are drawn in Section 6.

1 Phase model for networks of DPLLs

The networks we propose consist of digital phase-locked loops (DPLL). These autonomous

electronic oscillators allow inputs that can entrain their output signal by comparing the input

Self-organized synchronization of delay-coupled DPLLs

PLOS ONE | DOI:10.1371/journal.pone.0171590 February 16, 2017 2 / 21

in study design, data collection and analysis,

decision to publish, or preparation of the

manuscript. The “Vodafone Chair Mobile

Communications Systems” is a chair at Technische

Universität Dresden. While the company Vodafone

financially supports the chair, Vodafone did not

have any additional role in the study design, data

collection and analysis, decision to publish, or

preparation of the manuscript. The funder provided

support in the form of contributions to salaries for

the author GF, but did not have any additional role

in the study design, data collection and analysis,

decision to publish, or preparation of the

manuscript. The Response to Reviewers specific

roles of these authors are articulated in the ‘author

contributions’ section.

Competing interests: The scientists at the

Vodafone Chair are employees of the State of

Saxony. This does not alter our adherence to PLOS

ONE policies on sharing data and materials.



signal to the feedback of the output signal [32]. Such clocks are widely used in electronics to

control and synchronize components with respect to a master-clock signal. The essential

building blocks of a DPLL are the phase detector (PD), the loop filter (LF) and the voltage-con-

trolled oscillator (VCO). The PD can be implemented as an XOR gate and compares the exter-

nal signal xl to the feedback signal xk, see Fig 1. All external signals xl and the feedback signal

xk are compared using XOR gates at the input for each input signal individually. High fre-

quency components in the output signal xPD
k of the PD are filtered by the LF, a low pass filter

allowing only low frequencies to pass. Then the output signal xC
k of the LF controls and modu-

lates the VCO’s frequency. We consider a DPLL containing an optional signal inverter (INV)

between the VCO and the PD (see 1). This inverter enables to control the properties of syn-

chronization by introducing an additional phase shift π, independently of the instantaneous

frequencies, as will be shown in Section 5. We first discuss a single DPLL to understand its

function. In the following we extend our description to networks of arbitrarily coupled DPLL

clocks.

1.1 Phase description of a single DPLL

We develop a phase description of a single DPLL receiving a time-delayed signal from a distant

source. The components of the DPLL can be represented as follows. The VCO outputs a rect-

angular oscillation with amplitude 1,

xðtÞ ¼
1þPð�ðtÞÞ

2
; ð1Þ

where ϕ(t) is the phase and P is the square-wave function with Fourier representation

Pð�Þ ¼
4

p

X1

i¼0

sin ð½2iþ 1��Þ

2iþ 1
: ð2Þ

P is 2π-periodic and takes the value −1 for −π< ϕ< 0, the value 1 for 0< ϕ< π, the value 0

for ϕ = 0 and ϕ = π. The PD compares the external input signal xext with the signal of the inter-

nal feedback x using an XOR operation. We account for transmission delays with a single

Fig 1. Signal flow model of the PLL considered in this paper. The delayed input signal to the PLL is

denoted by xext(t − τ) and its output signal by x(t). The output signal at the phase detector (PD) is denoted by

xPD(t) and the output signal at the loop filter (LF) by xC(t). The output signal x(t) is generated by a voltage-

controlled oscillator (VCO, square-wave symbol) and fed back to the PD. The feedback loop may contain a

signal inverter (INV).© 2015 IEEE. Reprinted, with permission, from IEEE Proceedings: Synchronization of

mutually coupled digital PLLs in massive MIMO systems.

doi:10.1371/journal.pone.0171590.g001
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delay time τ in the input signal,

xPDðtÞ ¼ xextðt � tÞ � xðtÞ

¼ xextðt � tÞ � xðtÞ þ xextðt � tÞ � xðtÞ ;
ð3Þ

where� denotes the XOR operation and xðtÞ ¼ 1 � xðtÞ. The output signal xPD of the PD is

filtered by the LF whose output signal xC is given by

xCðtÞ ¼
Z 1

0

du pðuÞ xPDðt � uÞ ; ð4Þ

where p(u) denotes the impulse response of the LF and satisfies
R1

0
du pðuÞ ¼ 1. This control

signal xC is passed to the VCO and determines the VCO’s oscillation frequency according to

_�ðtÞ ¼ o0 þ KVCOxCðtÞ ; ð5Þ

where ω0 is the minimal frequency of the VCO for zero input and KVCO is its sensitivity. We

here consider a linear frequency response of the VCO, such that the frequency response is pro-

portional to the control signal xC. Fig 2 shows this linear response together with the measured

response curve from our experimental setup, discussed in Section 5. We consider the loop fil-

ter as an ideal low-pass filter that perfectly damps high frequency components, see A. Using

Eqs (3) and (4) in Eq (5), we obtain

_�ðtÞ ’ oþ K
Z 1

0

du pðuÞDð�extðt � t � uÞ � �ðt � uÞÞ ð6Þ

where, for compactness of notation, we have defined ω = ω0 + KVCO/2 and K = KVCO/2 and

where Δ is the triangle-wave function with Fourier representation

Dð�Þ ¼ �
8

p2

X1

i¼0

cos ð½2iþ 1��Þ

ð2iþ 1Þ
2

: ð7Þ

Δ is piecewise linear with first derivative Δ0(ϕ) = −2/π for −π< ϕ< 0, slope Δ0(ϕ) = 2/π for 0

< ϕ< π and slope 0 for ϕ = 0 and ϕ = π. Moreover, Δ is 2π-periodic.

Fig 2. Frequency response of a VCO. Typical dynamic frequency response of a VCO to an external control

voltage xC: linear approximation used in Eq (5) (solid curve), measured VCO response curve from the DPLLs

in our experimental setup (circles). The shaded areas display the VCO clipping region, where the response

saturates.© 2015 IEEE. Reprinted, with permission, from IEEE Proceedings: Synchronization of mutually

coupled digital PLLs in massive MIMO systems.

doi:10.1371/journal.pone.0171590.g002
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1.2 Networks of mutually coupled DPLLs

Networks of N mutually delay-coupled DPLLs can be analyzed using an extended version of

the phase model Eq (6). If there is more than one input signal to a DPLL, each input is pro-

cessed with the feedback by an XOR gate individually. Subsequently all signal paths are joined

into an analogue average which yields the PD’s output signal xPD (see Fig 3). The phase model

for a network of N coupled identical DPLLs and equal transmission delays reads

_�kðtÞ ’ oþ
K

nðkÞ

XN

l¼1

ckl

Z 1

0

du pðuÞD �lðt � t � uÞ � �kðt � uÞð Þ ; ð8Þ

where ϕk is the phase of oscillator k 2 {1, . . ., N}. The connection topology between all DPLLs

is described by the coupling matrix C ¼ ðcklÞ with ckl 2 {1, 0}, where ckl = 1 indicates a connec-

tion between DPLL k and DPLL l. The coupling strength is normalized by the number of input

signals, n(k) = ∑l ckl, generating the average input signal to the LF of DPLL k. Eq (8) describe a

network of N coupled DPLLs, taking explicitly into account a filter impulse response p(u) and

identical transmission delays τ. Identical transmission delays can, e.g., be achieved in a regular

square lattice with nearest-neighbor coupling.

In large systems of delay-coupled oscillators, many different dynamic states can exist, e.g.,

phase-synchronized and frequency-synchronized states as well as more complex phase pat-

terns such as spirals, traveling waves, and irregular or chaotic states [33, 34]. Here, we are

interested in synchronized states with a constant collective frequency and constant phase rela-

tions between oscillators. In the following two sections, we analyze the existence and stability

of two important classes of such states, the in-phase synchronized states (Sec. 2) and the m-

twist synchronized states (Sec. 3).

2 In-phase synchronized states

2.1 Frequency of the in-phase synchronized state

In globally in-phase synchronized states (see Fig 4), all DPLLs evolve with the same collective

frequency O and have no phase lag relative to each other,

�kðtÞ ¼ Ot : ð9Þ

Fig 3. Signal flow of a DPLL with multiple delayed input signals. Each input signal xli
(i = 1, . . ., n(k))

undergoes the XOR operation with the feedback signal individually. The resulting signals are averaged

(AVG).© 2015 IEEE. Reprinted, with permission, from IEEE Proceedings: Synchronization of mutually

coupled digital PLLs in massive MIMO systems.

doi:10.1371/journal.pone.0171590.g003
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Inserting Eq (9) in Eq (8), we find a condition for the collective frequency,

O ¼ oþ KDðOtÞ : ð10Þ

Here we have used
R1

0
du pðuÞ ¼ 1, n(k) = ∑l ckl, and the fact that Δ is even. An in-phase syn-

chronized state exists if Eq (10) has a solution in O. Explicit solutions to Eq (10) can be

obtained graphically as the intersection of the lhs and the rhs of Eq (10), see Fig 5. The intersec-

tion points can be expressed explicitly as

O
�

j ¼
o � ð1� 4jÞK

1� 2Kt=p
; ð11Þ

where the sign ± refers to intersections with the rising and falling slopes of Δ, respectively. The

indices j fall within a range j 2 N between A and B − 1/2 for O
þ

j and between A and B + 1/2 for

O
�

j , where A = (ω − K)τ/2π and B = (ω + K)τ/2π. For a given set of parameters, multiple solu-

tions with different collective frequencies can exist. The collective frequency is independent of

the number N of oscillators and the coupling matrix C. The number of solutions depends on

Fig 4. m-twist synchronized states. (A) Coupling topologies for a system of 3 mutually coupled DPLLs. (B–

D) Synchronized states with constant collective frequency and constant phase relation between the oscillators

for a system of three mutually coupled oscillators with periodic (cases B,C) or open boundary conditions

(cases B,D): (B) in-phase synchronized state, (C) m-twist synchronized state and (D) checkerboard

synchronized state.

doi:10.1371/journal.pone.0171590.g004

Fig 5. Global frequenciesΩ for triangular coupling functions. Graphical representation of the lhs (red)

and rhs (blue) of Eq (10) as a function ofΩ. In this example, we find 5 coexisting solutions for the chosen

τ-value, indicated by circles.

doi:10.1371/journal.pone.0171590.g005
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the parameters, in particular on the transmission delay τ. In the following section, we analyze

the stability of these states.

2.2 Stability of the in-phase synchronized state

In-phase synchronized states are robust against fluctuations if small perturbations decay. Per-

forming a linear stability analysis, we obtain the stability properties of the state given by Eq (9)

[35, 36]. We consider the dynamics of small perturbations qk(t), defined by

�kðtÞ ¼ Ot þ qkðtÞ : ð12Þ

The linear dynamics of the perturbation is obtained by expanding Eq (8) to first order

_qkðtÞ ¼
a

nðkÞ

XN

l¼1

ckl

Z 1

0

du pðuÞ½qlðt � t � uÞ � qkðt � uÞ�; ð13Þ

with respect to qk, where α = KΔ0(−Oτ). Using the definition of the triangle-wave function Δ,

Eq (7), α explicitly reads

a ¼
2K
p

Pð� OtÞ : ð14Þ

where P is the square-wave function Eq (2). Using the exponential ansatz qk(t) = vkeλt in Eq

(13), with complex frequency λ and perturbation vk, we obtain the characteristic equation

lvk ¼ ap̂ðlÞ
XN

l¼1

dklðvle
� lt � vkÞ ð15Þ

where the Laplace transform of the impulse response, p̂ðlÞ ¼
R1

0
du e� lupðuÞ, is the transfer

function of the LF and dkl = ckl/n(k) are the components of the normalized coupling matrix

D ¼ ðdklÞ. We solve Eq (15) for the unknowns λ and v = (v1, . . ., vN). To this end, Eq (15) can

be rewritten in the form rðlÞv ¼ Dv, where rðlÞ ¼ eltðlp̂ðlÞ� 1
a� 1 þ 1Þ. This reveals that v

must be an eigenvector of the matrix D, which satisfies Dv ¼ zv, and where z is the corre-

sponding eigenvalue. Hence, λmust satisfy ρ(λ) = z, which explicitly reads

l

p̂ðlÞ
þ að1 � ze� ltÞ ¼ 0 : ð16Þ

Note that each value of z generates an infinite discrete set Λz of solutions λ. If D is diagonaliz-

able, arbitrary perturbation vectors can be expressed as linear combinations of the eigenvectors

v. The matrix D always has the special eigenvector v = (1, . . ., 1) with z = 1, corresponding to a

global phase shift of all oscillators. This eigenvector exists because ∑l dkl = 1 for all k by defini-

tion of D. Since a global phase shift does not perturb the synchrony of the system, we do not

consider the corresponding perturbation modes in the following. The long-time evolution of

the perturbation is dominated by

l0 ¼ sþ ib ; ð17Þ

which is the solution with the largest real part within the set of solutions
S

z 6¼ 1Λz [26]. The

real part σ of λ0 is the perturbation response rate. The in-phase synchronized state is stable if

and only if σ< 0. The imaginary part β is a frequency that leads to a periodic modulation of

the phase. The perturbation qk(t) thus generates side-bands in the oscillator signal with fre-

quencies O ± β [26].

Self-organized synchronization of delay-coupled DPLLs
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3 m-twist and checkerboard synchronized states

3.1 Frequency of m-twist and checkerboard synchronized states

We now consider frequency-synchronized states with a fixed phase difference between neigh-

boring DPLLs (see Fig 4). In one dimension, the phase profile of such m-twist states has the

form

�kðtÞ ¼ Ot þ kym : ð18Þ

Introducing periodic boundary conditions enforces that the phase difference can only take the

values

ym ¼
2pm
N

; ð19Þ

where m 2 {0, . . ., N − 1} is the total number of 2π-phase increments along the ring. The case

m = 0 corresponds to the in-phase synchronized state described in Sec. 2. For N even, the case

m = N/2 corresponds to a checkerboard pattern, i.e., a phase difference of θN/2 = π between

neighboring oscillators. The in-phase and checkerboard synchronized states also exist in the

case of open boundary conditions.

Inserting the Ansatz Eq (18) into Eq (8) using the nearest-neighbor coupling matrix in one

dimension ckl = δk,l−1 + δk,l+1 + δk,Nδl,1 + δk,1δl,N, we find the condition

O ¼ oþ
K
2

DðOtþ ymÞ þ DðOt � ymÞ½ � ð20Þ

for the collective frequency, which depends on m. Here we have used
R1

0
du pðuÞ ¼ 1, n(k) =

2, and the fact that Δ(x) = Δ(−x). For each O that solves Eq (20), an m-twist synchronized state

exists. The collective frequency O depends on the number N of oscillators through the phase

difference θm. Depending on the value of the transmission delay τ, Eq (20) can have multiple

solutions representing different m-twist synchronized states with the same phase difference θm
but different collective frequencies. A closed form solution analogous to Eq (11) for the in-

phase synchronized state for Eq (20) is given in B.

3.2 Stability of the m-twist synchronized state

We study the linear stability of the states given by Eq (18) by using the Ansatz

�kðtÞ ¼ Ot þ kym þ qkðtÞ ; ð21Þ

where qk is a small perturbation to the m-twist synchronized state. The linearized dynamics of

the perturbations qk can be written as

_qkðtÞ ¼
X

�

a�
2

Z 1

0

du pðuÞ qk�1ðt � t � uÞ � qkðt � uÞ½ � ð22Þ

where the sum runs over + and −, with α± = KΔ0(−Oτ ± θm). Using the definition of the trian-

gle-wave function Δ, Eq (7), α± explicitly read

a� ¼
2K
p

Pð� Ot� ymÞ : ð23Þ

Self-organized synchronization of delay-coupled DPLLs
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Inserting the exponential ansatz qk(t) = vkeλt into Eq (22), the characteristic equation reads

lvk ¼
p̂ðlÞ

2

X

�

a� vk�1e� lt � vk
� �

; ð24Þ

where we imply periodic boundary conditions. As in Sec. 2.2, this equation can be rearranged

and written in vector notation as gðlÞv ¼ Ev, where gðlÞ ¼ eltð2lp̂ðlÞ� 1
þ aþ þ a� Þ and the

matrix E has entries ekl = α+δk,l−1 + α−δk,l+1 + α+δk,Nδl,1 + α−δk,1δl,N. Hence, for this equation to

possess solutions in λ, γ(λ) must be an eigenvalue of E. The eigenvalues ηj of E are given by

Zj ¼ ðaþ þ a� Þ cos
2pj
N

� �

þ iðaþ � a� Þ sin
2pj
N

� �

; ð25Þ

where j = 0, . . ., N − 1. Note that the matrix E and hence the eigenvalues ηj depend on both the

coupling matrix C and the other parameters through α+ and α−. The characteristic equation

γ(λ) = η with η being an eigenvalue of E can be written as

l

p̂ðlÞ
þ

aþ þ a� � Ze� lt

2
¼ 0 : ð26Þ

Eq (26) has a discrete infinite set of solutions for each η.

3.3 Stability of the checkerboard synchronized state

So far, we have considered periodic boundary conditions. However, the checkerboard syn-

chronized state, characterized by a phase difference θm = π between neighboring oscillators,

also exists for open boundary conditions. The characteristic equation which determines the

linear stability of this state is

l

p̂ðlÞ
þ aþð1 � Ze� ltÞ ¼ 0 ; ð27Þ

where α+ has been defined in Eq (23) and the eigenvalues ηj are given by

Zj ¼ cos
jp

N � 1

� �

; ð28Þ

using the fact that α+ = α− for θ = π.

4 Specific DPLL systems as examples

We now discuss the collective frequency and the stability of the in-phase, 1-twist, and checker-

board synchronized states of three coupled DPLLs. We consider both a ring and a chain cou-

pling topology (see Fig 4).

4.1 Collective frequency

The collective frequency O for the in-phase, 1-twist, and checkerboard state, determined by

Eqs (10) and (20), depends on the intrinsic frequency ω of the VCOs, the coupling strength K,

and the transmission delay τ. Fig 6A shows O for all three states as a function of τ. For a fixed

value of τ, multiple states with different collective frequencies can be stable simultaneously.

The dependence of the collective frequency on the transmission delay is qualitatively different

for the in-phase and the 1-twist synchronized states. The range of possible collective frequen-

cies is larger for the in-phase state.

Self-organized synchronization of delay-coupled DPLLs
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4.2 Stability and perturbation response rates

For σ< 0, the synchronized state is linearly stable and the perturbation response rate −σ is a

measure of the time scale of synchronization. This time-scale or equivalently the perturbation

response time can be calculated as tc = −1/σ. It corresponds to the time in which perturbations

have decayed to qk(tc)/qk(0) = 1/e and can be obtained using qk(t) = qk(0)eλt. Fig 6 shows σ as a

function of Oτ for the in-phase and 1-twist synchronized states in a ring of 3 coupled DPLLs

(see Fig 6B) and for the in-phase and the checkerboard synchronized states in a chain of 3 cou-

pled DPLLs (see Fig 6C). Note that there are parameter regions for which none of these states

is linearly stable, indicating that the system attains more complex dynamical states, whose

characterization is outside the scope of the present work. For the special case of no delay, τ = 0,

Fig 6. Global frequenciesΩ and perturbation response rates σ for three coupled DPLLs. (A) Collective

frequencyΩ as a function of the transmission delay τ for the in-phase (blue), m-twist with m = 1, 2 (red), and

checkerboard (green) synchronized states, as determined from Eqs (10) and (20). Solid lines indicate stable

solutions, dotted lines indicate unstable solutions. (B) Perturbation response rate σ, Eq (17), as a function of

Ωτ for different synchronized states in a ring of 3 coupled DPLLs (color code as in panel A). (C) Perturbation

response rate σ as a function ofΩτ for different synchronized states in a chain of 3 coupled DPLLs (color code

as in panel A). All results are shown for a system of identical PLLs with o ¼ 2p rad s� 1, K = 0.1ω, p̂ given by

Eq (29) with a = 1 andωc = 0.01ω.

doi:10.1371/journal.pone.0171590.g006

Self-organized synchronization of delay-coupled DPLLs

PLOS ONE | DOI:10.1371/journal.pone.0171590 February 16, 2017 10 / 21



we find σ = 0 for all synchronized states. Hence, these states are marginally stable and small

perturbations persist.

The values of the transmission delay for which synchronized states are stable depend on the

transfer function p̂ of the loop filter via Eqs (16) and (26). Here we consider the large class of

loop filters with the transfer function

p̂ðlÞ ¼
1

1þ
l

aoc

� �a ;
ð29Þ

where a is the order of the filter and ωc is the cutoff frequency [37]. Fig 7 shows the perturba-

tion response rate σ for two examples in which the filter transfer function p̂ is given by Eq (29)

with filter order a = 1 and a = 0, where the latter case corresponds to no filtering. Shaded

regions indicate stable in-phase synchronized solutions. Note that the regions where the in-

phase synchronized state is stable differs for these two cases. It has been shown earlier that for

the case of no filtering (a = 0), the in-phase synchronized state is stable if and only if α> 0

with α given by Eq (14) [38]. Fig 7 thus shows that in the presence of a filter, linear stability is

no longer determined by the sign of α. Hence, the presence of a filter can change the stability

of synchronized states. Moreover, filtering also affects the time scales of synchronization as has

been shown earlier [26]. Therefore, effects of filters have to be taken into account in models of

coupled PLLs in order to obtain correct stability properties. For filters of first order (a = 1), the

Fig 7. Perturbation response rate σ of the in-phase synchronized state for two coupled DPLLs.

Perturbation response rate σ of the in-phase synchronized state in a system of two mutually coupled DPLLs,

defined by Eq (17), for p̂ given by Eq (29) with (A) a = 1 andωc = 0.01ω and (B) a = 0. (C) Sign of α, Eq (14),

as a function of the transmission delay. In all plots, shaded regions indicate where the in-phase synchronized

state is stable. Regions where α > 0 coincide with the stability regions in (B). The other parameters are

o ¼ 2p rad s� 1, K = 0.1ω.

doi:10.1371/journal.pone.0171590.g007
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effect of the filtering can be understood as inertia of the phase variable due to characteristic

integration time of the filter, see C.

5 Experimental measurements on coupled DPLLs

We designed prototypes to conduct experiments with networks of mutually coupled DPLLs to

compare the synchronization properties of a real system to our theoretical predictions. The

prototype networks were set up with DPLLs (CD4046B [39], specifications given in Table 1

and Fig 8), a Digilent ChipKit Max32 microcontroller [40], and a PicoScope 2205 Mixed-Sig-

nal oscilloscope [41] (see Fig 9). We choose the kHz regime for our prototypes to make sam-

pling of the signals simple, and because the effects introduced by the delay only depend on the

relation between delay and period of the uncoupled oscillators. If signals can be transmitted

with about two thirds of the speed of light [9], clocks operating in the kHz range would require

connection lengths of the order of kilometers to achieve significant transmission delays. The

necessary transmission delays were achieved by artificially holding back the signals in a micro-

controller according to a chosen value of the delay. We measure the output signals of the

DPLLs using an oscilloscope. From the data the phase time series of each of the DPLLs of the

network was obtained. We use this data to measure the exponential relaxation time to a syn-

chronized state and frequency of the synchronized state. The measurement parameters are

given in Table 2.

We performed measurements on three different systems, analyzing for each system different

synchronized states: (A.) a system of 2 mutually coupled DPLLs, (B.) a ring of 3 mutually cou-

pled DPLLs, and (C.) a two-dimensional square lattice of 3 × 3 mutually coupled DPLLs with

periodic and open boundary conditions. Note that system (B.) corresponds to one of the exam-

ples discussed in the last section. The specifications of the used DPLLs are given in Table 1.

After a system is started, we first let the DPLLs oscillate independently during a randomly cho-

sen time and then turn on the coupling. Because of small differences in intrinsic frequencies,

oscillators have an arbitrary phase difference at the moment they are coupled. Subsequently, the

system settles into a synchronized state for a wide range of delay times. All experimental results

are averages over up to 40 independent measurements with the standard deviation being

smaller than the symbol size in all plots presented. The number of data points that are averaged

depends on how likely the respective synchronized state is attained starting from arbitrary ini-

tial conditions. We compare these measurements to results of our phase model using the aver-

age DPLL parameters for the intrinsic frequency ω and the coupling strength K.

Table 1. Specification of the DPLLs in the experimental setup.

DPLL no. ω/2π KVCO/2π ωc/2π a

1 1011 813 14 Hz 1

2 1008 816 14 Hz 1

3 1006 809 14 Hz 1

4 1029 845 14 Hz 1

5 971 833 14 Hz 1

6 996 804 14 Hz 1

7 996 796 14 Hz 1

8 937 787 14 Hz 1

9 1019 842 14 Hz 1

Mean 997 816 14 Hz 1

Standard deviation 2.8% 2.5%

doi:10.1371/journal.pone.0171590.t001

Self-organized synchronization of delay-coupled DPLLs

PLOS ONE | DOI:10.1371/journal.pone.0171590 February 16, 2017 12 / 21



5.1 Two mutually coupled DPLLs

We first discuss the simplest case of two mutually coupled DPLLs (no. 1 and no. 2 in Table 1).

Two types of synchronized states are observed: the in-phase and the checkerboard synchro-

nized state (see Fig 4). Fig 10 shows the measured collective frequency O for different values of

the transmission delay, together with the results obtained from the phase model, Eq (10).

Which of the two synchronized states is found depends on the value of the transmission delay.

For certain ranges of the delay τ both synchronized states coexist and the system is bistable. In

the coexistence region, synchronized states are selected stochastically after transient dynamics.

The VCO response becomes nonlinear and saturates in the VCO clipping region (see Fig 2).

Outside these VCO clipping regions, where the VCO response is linear, the measured values

of the collective frequency are in good agreement with the results of the phase model, see Fig 8.

Inside the VCO clipping regions, the linear response approximation of the VCO’s dynamic

frequency, Eq (5), becomes inaccurate and the measured collective frequency deviates from

the theoretical results. Adding a signal inverter in the feedback loop (see Fig 1) exchanges the

collective frequency and the stability of the in-phase and the checkerboard synchronized state

(compare Fig 10A and 10B). Alternatively, the inverter can also be added to the output of each

PLL or each input with the same result.

From experimental measurements, we obtained the exponential relaxation time σ−1 of the

phase difference between the two DPLLs by fitting an exponential function to the data.

Fig 8. Dynamic frequency range of all 9 DPLLs specified in Table 1. Red dots indicate the intrinsic

frequencyω, bars indicate the frequency range where the VCO response is linear (see Fig 2). Shaded areas

indicate the system’s clipping regions; outside these regions the response of all VCOs is linear.

doi:10.1371/journal.pone.0171590.g008

Fig 9. Experimental setup, sketch and photograph. Two DPLLs coupled through a microcontroller, which artificially introduces a transmission delay. An

oscilloscope samples the periodic signals of the DPLLs.© 2015 IEEE. Reprinted, with permission, from IEEE Proceedings: Synchronization of mutually

coupled digital PLLs in massive MIMO systems.

doi:10.1371/journal.pone.0171590.g009
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Experimental data were obtained outside the VCO clipping regions and for values of the delay

for which the in-phase synchronized state is stable (σ< 0). Fig 11 shows the experimental and

theoretical results for the perturbation response rate σ. Again, the experimental results are in

quantitative agreement with the results from the phase model.

5.2 Ring of three mutually coupled DPLLs

We now study a ring of three mutually coupled DPLLs (no. 1, 2, and 3 in Table 1). In this

experimental setup, we observe in-phase, 1-twist, and equivalent 2-twist synchronized states.

Fig 12 shows the measured collective frequency O of the in-phase (0-twist) and the 1-twist

state for different values of the transmission delay, together with the results from the phase

model, Eq (20). The behavior of these solutions is in quantitative agreement with the results of

the phase model.

5.3 Square lattice of 3 × 3 mutually coupled DPLLs

We now study a square lattice of 3 × 3 mutually coupled DPLLs with periodic and open

boundary conditions (no. 1–9 in Table 1). Depending on the type of boundary condition, we

observe in-phase, m-twist, or checkerboard synchronized states. For a nearest-neighbor cou-

pled system in two dimensions, m-twists can occur in each dimension individually, corre-

sponding to constant phase offsets θm1
and θm2

in x and y-direction, respectively. For the

special case of θm1
= θm2

, the results for the collective frequency O are identical to those for a

one-dimensional ring discussed in Sec. 3. Similarly, the checkerboard synchronized state in

two dimensions has the same collective frequency as the checkerboard state in one dimension.

Fig 13 shows the measured collective frequency O of the in-phase, m-twist, and checkerboard

synchronized states of a 3 × 3 DPLL array for different values of the transmission delay,

together with the results of the phase model, Eq (20). Fig 13A shows the in-phase and m-twist

states for periodic boundary conditions, Fig 13B shows the in-phase and checkerboard states

for open boundary conditions. The behavior of these solutions is in quantitative agreement

with the results of the phase model.

6 Conclusion and discussion

In this paper, we have shown in theory and in experiments that global synchronization can be

achieved by mutually coupling DPLLs with transmission delays. We used a phase oscillator

description for networks of digital PLLs, taking into account the effects of filtering and trans-

mission delays, to analyze frequency-synchronized states. The collective frequencies of in-

phase, m-twist, and checkerboard synchronized states were obtained analytically. We analyzed

the stability of those states and showed, how the DPLL’s filters and transmission delays in the

network affect synchronization, in particular the collective frequency and the time scales of

synchronization. Specifically, the collective frequency of a synchronized state in general differs

from the intrinsic frequency of the DPLLs. In the presence of transmission delays the collective

frequency of a synchronized state deviates from the intrinsic frequencies of the DPLLs. We

Table 2. Measurement parameters of the experiments.

Description Value

Signal amplitudes 5 V

Sampling interval 10 μs

Number of samples 109224

doi:10.1371/journal.pone.0171590.t002
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found that it is essential to take into account the dynamic properties of filtering as it has pro-

found effects on the stability properties. In particular, filtering introduces new stability transi-

tions compared to delay-coupled phase oscillators without filters, which were discussed in

[38]. Filtering leads to an inert system behavior. This can most easily be seen for the case of fil-

ters of first order, a = 1, in which the dynamic equations can be expressed by a second-order

differential equation comprising an inertial term, see C. For spatially extended systems of cou-

pled phase oscillators with inertia, it has been shown that perturbations can initiate transient

waves that travel through the system and that might affect the synchronization behavior [31].

Our approach of mutually coupled distributed DPLLs enables frequency-synchronized states

for many oscillators and thus has the potential to scale up to large systems. It is particularly rel-

evant for, e.g., massive MIMO systems due to considerable delays induced by typical spacing

between antennas. However, it can also be applied to other systems where a large number of

clocks has to be synchronized.

We designed experiments to test the predictions of our phase model in real systems of cou-

pled DPLLs. Our measurements of the collective frequency and the synchronization relaxation

times show that our theory can quantitatively describe the behavior of mutually delay-coupled

DPLL systems. All dynamic states discussed here in theory have been shown to exist in real

networks of coupled DPLL systems in our experiments. Centralized state-of-the-art systems

require a master clock together with complicated clock trees to ensure that the entrained

DPLLs receive the clock signal at the same time. In contrast, the system proposed here relies

on a regular lattice geometry and is therefore readily implemented and trivially scalable. More-

over, wiring distances between components are kept to a minimum. Through systematically

Fig 10. Experimental measurements of the collective frequenciesΩ for two coupled DPLLs. Collective

frequencyΩ of the in-phase (blue circles) and checkerboard synchronized state (red squares) for two mutually

coupled DPLLs as a function of the transmission delay τ. Symbols show experimental data points. Lines show

analytical results of the phase model, Eq (10), where solid blue lines denote in-phase solutions and red lines

denote checkerboard solutions. The shaded areas display the VCO clipping region. (A) Operation mode with

signal inverter deactivated. (B) Operation mode with signal inverter activated.© 2015 IEEE. Reprinted, with

permission, from IEEE Proceedings: Synchronization of mutually coupled digital PLLs in massive MIMO

systems.

doi:10.1371/journal.pone.0171590.g010
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taking into account the effects of transmission delays that enable synchronization, these delays

become a design parameter rather than a limitation of the system.

The theory presented here is a practical tool to design systems of coupled DPLLs for techni-

cal applications and to predict their behaviors. We showed that with XOR phase detectors, the

stability of such synchronized states depends strongly on the transmission delays in the cou-

pling and the properties of the loop filter. Other theoretical studies for networks of mutually-

coupled PLLs with flip-flop phase detectors report that the effects of time-delays can be

Fig 11. Experimental measurements of the perturbation response rate σ for two coupled DPLLs.

Perturbation response rate σ, Eq (17), of the in-phase synchronized state for a system of two mutually

coupled DPLLs for (A) deactivated inverter and (B) activated inverter. Symbols show experimental data

points. Lines show results of the phase model, solutions to Eq (16) with ζ = −1, obtained numerically using a

Levenberg- Marquardt algorithm [42, 43] with initial value λ0 = 0.1 + i 0.1. The shaded areas display the

stability regions of the in-phase synchronized state as given by the phase model.© 2015 IEEE. Reprinted,

with permission, from IEEE Proceedings: Synchronization of mutually coupled digital PLLs in massive MIMO

systems.

doi:10.1371/journal.pone.0171590.g011

Fig 12. Experimental measurements of the collective frequenciesΩ for three coupled DPLLs.

Collective frequencyΩ of the in-phase (blue circles) and m-twist synchronized states with m = 1, 2 (red

squares) for a ring of 3 mutually coupled DPLLs as a function of the transmission delay τ. Symbols show

experimental data points. Color code as in Fig 10.

doi:10.1371/journal.pone.0171590.g012
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neglected [44]. We have considered an idealized system of delay-coupled DPLLs without

phase noise. Phase noise is present in any real system of coupled DPLLs and can lead to fluctu-

ations such as cycle slips. While our experiments, in which phase noise is inevitable, are never-

theless well described by our theory, a detailed study of the effects of phase noise is currently

conducted in our group. The problem of efficiently booting such systems into synchrony and

the role of phase noise are interesting topics for future research.

A Approximation of the control signal

Here we determine the frequency contributions of the PD’s output signal xPDk ðtÞ and discuss

the impact of the low pass filter, i.e. the damping, on the these components. The Fourier repre-

sentation of the square wave function P and the triangle function Δ are given by Eqs (2) and

(7). Hence, evaluating Eq (3) yields,

xPD
k ¼

1

2
�

8

p2

X

ij

sin ðai�l;tÞ sin ðaj�kÞ

aiaj

¼
1

2
�

4

p2

X

i

cos ðaið�l;t � �kÞÞ

a2
i

�
4

p2

X

i6¼j

cos ðai�l;t � aj�kÞ

aiaj

�
4

p2

X

ij

cos ðai�l;t þ aj�kÞ

aiaj
;

ð30Þ

Fig 13. Experimental measurements of the collective frequenciesΩ for nine coupled DPLLs. Collective

frequencyΩ of different synchronized states for a square lattice of 3 × 3 mutually coupled DPLLs as a function

of the transmission delay τ. (A) In-phase synchronized state (blue circles) and all combinations of m1-m2-twist

synchronized states with m1, m2 6¼ 0 (red squares) for a system with periodic boundary conditions. (B) In-

phase synchronized state (blue circles) and checkerboard synchronized state (green squares) for a system

with open boundary conditions. The shaded areas display the system’s clipping region as shown in Fig 8.

Color code as in Fig 10.

doi:10.1371/journal.pone.0171590.g013
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where ai = 2i + 1 and ϕl,τ(t) = ϕl(t − τ). The different sums in the second identity represent dif-

ferent frequency components. From Eq (5), it can be seen that _�k �
_� l ¼ OðKVCOÞ. Hence, the

first sum in the second identity contains low frequency components. The lowest frequency

components in the second sum are given by the terms with i + j = 1. From Eq (5), it can be

seen that ai _�k � a1� i
_� l ¼ Oð2o0Þ for i 2 {0, 1} and hence, the second sum contains only high

frequency components. The lowest frequency component in the third sum is given by the term

with i = j = 0. From Eq (5), it can be seen that _�k þ
_� l ¼ Oð2o0Þ and hence, the third sum

contains only high frequency components. Thus, using Eq (7), we can write xPD
k as

xPD
k ðtÞ ¼

1

2
þ

1

2
D �lðt � tÞ � �kðtÞð Þ þ RHFðtÞ ; ð31Þ

where RHF denotes the high frequency components of the signal. In Eq (6), we approximate
R1

0
du pðuÞRHFðt � uÞ ’ 0, corresponding to ideal suppression of the high frequency compo-

nents by the loop filter [32].

B Collective frequency of the m-twist synchronized state

We state the explicit solutions to Eq (20) for the collective frequency O of the m-twist synchro-

nized states. We use the piecewise linear behavior of the rhs of Eq (20) to obtain these solutions

as intersection points between the lhs and rhs of Eq (20), analogously to the solutions for the

in-phase synchronized state given in Section 2.1.

We define the constants μ and ν by

m ¼
0 ym � p

1 ym > p

(

;

n ¼
� 1 p=2 � ym � 3p=2

þ1 else

(

:

ð32Þ

Potential intersection points between the lhs and the rhs of Eq (20) are given by

O
�

�
¼ o� KDðymÞ ð33Þ

and

O
�

j ¼
o � ð1� 4jÞnK

1� 2nKt=p
: ð34Þ

with j 2 N. Whether these expressions provide actual intersection points and hence solutions

for the collective frequency can be determined as follows. We define the conditionQða; b; cÞ

to be fulfilled if and only if

min ða; bÞ � ½ðcþ pÞ mod 2p� � p < max ða; bÞ ð35Þ

and the condition Pða; b; cÞ to be fulfilled ifQða; b; cÞ orQð� a; � b; cÞ holds.

O
þ

�
is a solution if and only if the condition

Pð� ym þ kp; ym � kp; O
þ

�
tÞ ð36Þ

with κ = μ(1 + ν) + (1 − ν)/2 holds.
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O
�

�
is a solution if and only if the condition

P � p; n½1 � 2m�ym þ 2mn �
1þ n

2

� �

p; O
�

�
t

� �

ð37Þ

holds.

O
�

j is a solution if j falls within a range j 2 N between Aν and Bν − 1/2 for O
þ

j and between

Aν and Bν + 1/2 for O
�

j , where Aν = (ω − νK)τ/2π and Bν = (ω + νK)τ/2π and, in addition, the

condition

Pðym � p; 2mp � ym; O
�

j tÞ ð38Þ

holds.

C First order signal filtering in a PLL and inertia

Models of coupled oscillators with inertia are an active and emerging research field [45–48].

Here we show that for a LF of first order, the filter integral in the phase model Eq (8) can be

rewritten and yields a second order delay-differential equation including inertia. The phase

model for first order filters with a = 1, given in Eq (8), and finite phase history starting at t = 0

can be expressed in Laplace space as

ð1þ lbÞl�̂kðlÞ � ð1þ lbÞ�kð0Þ ¼
o

l
þ obþ Kx̂PD

k ðlÞ ; ð39Þ

where �̂kðlÞ denotes the Laplace transform of the phase and x̂PD
k ðlÞ the Laplace transform of

the phase detector signal. Transformation back into time domain yields

b€�kðtÞ þ _�kðtÞ ¼ oþ ½o � _�kð0Þ�bdðt � 0Þ þ KxPDk ðtÞ ; ð40Þ

where xPDk ðtÞ ¼ n� 1
k

P
l dklh½�lðt � tÞ � �kðtÞ�. The term ½o � _�kð0Þ�bdðt � 0Þ denotes a phase

kick at t = 0 with b, the characteristic integration time of the filter, which shifts the phases of all

oscillators determined by the initial conditions. Comparison with Eq (8) reveals that the signal

filtering with a filter of first order can be rewritten as an inertia term of the phase variable.
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36. Amann A, Schöll E, Just W. Some basic remarks on eigenmode expansions of time-delay dynamics.

Physica A: Statistical Mechanics and its Applications. 2007; 373:191–202. doi: 10.1016/j.physa.2005.

12.073

37. Mancini R. Op Amps for Everyone: Design Reference. Newnes; 2003.

38. Earl MG, Strogatz SH. Synchronization in oscillator networks with delayed coupling: A stability criterion.

Phys Rev E. 2003; 67:036204. doi: 10.1103/PhysRevE.67.036204 PMID: 12689150

39. Texas Instruments. CD4046B CMOS Micropower Phase-Locked Loop;. http://www.ti.com/product/

cd4046b.

40. Digilent Inc. chipKIT Max32 reference manual;. http://www.digilentinc.com/Products/Detail.cfm?Prod=

CHIPKIT-MAX32.

41. Pico Technology. PicoScope 2205 Mixed–Signal Oscilloscope;. http://www.picotech.com/mixed-signal-

oscilloscope.html.

42. Levenberg K. A method for the solution of certain non-linear problems in least squares. Quarterly of

Applied Mathematics. 1944; 2(2):164–168. doi: 10.1090/qam/10666

43. Marquardt DW. An Algorithm for Least-Squares Estimation of Nonlinear Parameters. Journal of the

Society for Industrial and Applied Mathematics. 1963; 11(2):431–441. doi: 10.1137/0111030

44. Orsatti FM, Carareto R, Piqueira JRC. Mutually connected phase-locked loop networks: dynamical

models and design parameters. Iet Circuits Devices & Systems. 2008; 2.

45. Tanaka HA, Lichtenberg AJ, Oishi S. First order phase transition resulting from finite inertia in coupled

oscillator systems. Physical review letters. 1997; 78(11):2104. doi: 10.1103/PhysRevLett.78.2104

46. Acebrón JA, Spigler R. Adaptive Frequency Model for Phase-Frequency Synchronization in Large Pop-

ulations of Globally Coupled Nonlinear Oscillators. Phys Rev Lett. 1998; 81:2229–2232. doi: 10.1103/

PhysRevLett.81.2229

47. Ji P, Peron TKD, Menck PJ, Rodrigues FA, Kurths J. Cluster Explosive Synchronization in Complex

Networks. Phys Rev Lett. 2013; 110:218701. doi: 10.1103/PhysRevLett.110.218701 PMID: 23745940

48. Olmi S, Navas A, Boccaletti S, Torcini A. Hysteretic transitions in the Kuramoto model with inertia. Phys

Rev E. 2014; 90:042905. doi: 10.1103/PhysRevE.90.042905

Self-organized synchronization of delay-coupled DPLLs

PLOS ONE | DOI:10.1371/journal.pone.0171590 February 16, 2017 21 / 21

http://dx.doi.org/10.2976/1.3027088
http://www.ncbi.nlm.nih.gov/pubmed/19492022
http://dx.doi.org/10.1038/ncomms11861
http://www.ncbi.nlm.nih.gov/pubmed/27302627
http://dx.doi.org/10.1016/j.physrep.2015.10.008
http://dx.doi.org/10.4249/scholarpedia.1451
http://dx.doi.org/10.1088/1367-2630/16/11/113009
http://dx.doi.org/10.1088/1367-2630/16/11/113009
http://dx.doi.org/10.1016/S0167-2789(00)00094-4
http://dx.doi.org/10.1016/S0167-2789(00)00094-4
http://dx.doi.org/10.1103/RevModPhys.77.137
http://dx.doi.org/10.1063/1.4919831
http://dx.doi.org/10.1103/PhysRevLett.89.154104
http://dx.doi.org/10.1063/1.3596697
http://dx.doi.org/10.1063/1.3596697
http://www.ncbi.nlm.nih.gov/pubmed/21721764
http://dx.doi.org/10.1016/j.physa.2005.12.073
http://dx.doi.org/10.1016/j.physa.2005.12.073
http://dx.doi.org/10.1103/PhysRevE.67.036204
http://www.ncbi.nlm.nih.gov/pubmed/12689150
http://www.ti.com/product/cd4046b
http://www.ti.com/product/cd4046b
http://www.digilentinc.com/Products/Detail.cfm?Prod=CHIPKIT-MAX32
http://www.digilentinc.com/Products/Detail.cfm?Prod=CHIPKIT-MAX32
http://www.picotech.com/mixed-signal-oscilloscope.html
http://www.picotech.com/mixed-signal-oscilloscope.html
http://dx.doi.org/10.1090/qam/10666
http://dx.doi.org/10.1137/0111030
http://dx.doi.org/10.1103/PhysRevLett.78.2104
http://dx.doi.org/10.1103/PhysRevLett.81.2229
http://dx.doi.org/10.1103/PhysRevLett.81.2229
http://dx.doi.org/10.1103/PhysRevLett.110.218701
http://www.ncbi.nlm.nih.gov/pubmed/23745940
http://dx.doi.org/10.1103/PhysRevE.90.042905

