
Rough outline: 

• Review!

• Finish Rydberg atoms

• Return to our “quantum Rydberg atom simulator”


What this is: 

• The second of two lectures on quantum simulation from first principles - in 

other words, from a few-body perspective.

• A time to ask plenty of questions … and discuss!

• A lot of equations, but for ¿good? reason!

Quantum simulation from first principles
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Review: How do two atoms interact at a distance?
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Review: How do two atoms interact at a distance?

|ee⟩, |gg⟩, |eg⟩, |ge⟩

We take two levels per atom
d = ⟨ns |r |np⟩
0 = ⟨ns |r |ns⟩ = ⟨ns |r |ns⟩

⟹ ⟨ge |r1r2 |eg⟩ = ⟨g |r1 |e⟩⟨e |r2 |g⟩To form the interaction matrix:
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Two regimes:
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|ee⟩, |gg⟩, |eg⟩, |ge⟩

We take two levels per atom
d = ⟨ns |r |np⟩
0 = ⟨ns |r |ns⟩ = ⟨ns |r |ns⟩

⟹ ⟨ge |r1r2 |eg⟩ = ⟨g |r1 |e⟩⟨e |r2 |g⟩To form the interaction matrix:

E+(R) ≈ 2Δ +
(d1d2)2/(2Δ)
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Two regimes:
Upper block: induced vdW interaction:

E−(R) ≈ −
(d1d2)2/(2Δ)

R6
.

E+(R) = Δ +
(d1d2)

R3
,

Lower block: resonant dipole-dipole interaction:

E−(R) = Δ −
(d1d2)

R3
,

These interactions tell us how alkali atoms interact at “long range” (before electron 
clouds overlap)

VvdW(n, R) = −
C6(gs) ⋅ n11

R6



Quasi-review: Quantum simulator exhibit C

A QS is an experimental system that mimics a simple model, or a family of simple models of 
condensed matter (or high-energy physics, quantum chemistry, etc). A QS should fulfill the following 
four requirements: 


(a)   Relevance: the simulated models should be of some relevance for applications and/or our 
understanding of challenges in the areas of physics mentioned above. 


(b)   Controllability: a QS should allow for broad control of the parameters of the simulated model, 
and for control of preparation, initialization, manipulation, evolution and detection of the relevant 
observables of the system.


(c)   Reliability: within some prescribed error, one should be ensured that the observed physics of 
the QS corresponds faithfully to that of the ideal model whose properties we seek to understand. 


(d)   Efficiency: the QS should solve problems more efficiently than is practically possible on a 
classical computer.



Quasi-review: Quantum simulator exhibit C
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How can this long-ranged and anisotropic 
interaction be used for quantum simulation? 
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Review: hydrogen atom
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uνl(r) ∼ fνl(r) − tan δνlgνl(r)

fν,l(r) ∝ rl+1, gν,l(r) ∝ r−l fν,l(r) → Ar−νer/ν sin π(ν − l) − Brνe−r/ν cos π(ν − l)
small r large r

We solved this radial SE

By superimposing its two linearly independent solutions

And using asymptotic forms of these solutions to apply boundary conditions

δνl = 0, ν = n

Concluding that: 

The hydrogen wave function is composed of only the regular solution, and 

is normalizable only at quantized energy levels…



For hydrogen:  an infinite series of highly degenerate bound states 
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A quick survey of atomic structure: hydrogen

1888: Johannes Rydberg synthesizes 
empirical results to obtain this formula!




A quick survey of atomic structure: not-hydrogen
Here we will go through a quick overview of the structure of alkali atoms: Li, Na, K, Rb, and Cs, which all have a single 
valence electron.
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Schrödinger equation:


Our new radial equation is: 


The other electrons are tightly confined to a small region around the atom’s nucleus: the influence of these electrons can 
typically be modeled by


Vsr(r) = −
(Z − 1)e−a1r

r
−

αc
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2

These screening and polarization terms fall off rapidly as a function of r, vanishing once r>r0. 




A quick survey of atomic structure: not-hydrogen
Here we will go through a quick overview of the structure of alkali atoms: Li, Na, K, Rb, and Cs, which all have a single 
valence electron.

This is a second-order 
differential equation, so it has 
two linearly independent 
solutions, and u must be a 
linear combination of these 
FOR LARGE r!.


uνl(r) ∼ fνl(r) − tan δνlgνl(r), r ≥ r0 . (R13)

For small r, we can solve the S. E. numerically (in principle) for the wave 
function inside: F(r)
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Making sure the wave function and its derivative are continuous functions gives:
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A quick survey of atomic structure: not-hydrogen
Here we will go through a quick overview of the structure of alkali atoms: Li, Na, K, Rb, and Cs, which all have a single 
valence electron.

At a given energy: we have found the phase shift characterizing the “non-Coulomb” parts of our atom. 

In fact, this phase shift barely changes as a function of energy: all Rydberg states can be characterized by this 
one number!


Next step: we just have to prevent an explosion in uνl(r) ∼ fνl(r) − tan δνlgνl(r), r ≥ r0 .
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uνl(r) ∼ fνl(r) − tan δνlgνl(r), r ≥ r0 .
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Here we will go through a quick overview of the structure of alkali atoms: Li, Na, K, Rb, and Cs, which all have a single 
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A quick survey of atomic structure: not-hydrogen
Here we will go through a quick overview of the structure of alkali atoms: Li, Na, K, Rb, and Cs, which all have a single 
valence electron.

And finally: 


Where the quantum defect is (nearly) independent of energy! 


We can insert this quantum defect into any of our previously-derived scaling laws!
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−1

2(n − μl(E))2
, μl = δl /π .



Energy spectrum of hydrogen and an alkali atom.
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Building a quantum simulator of a Rydberg atom
Using a Rydberg atom bound to a ground state molecule to form an ultralong-range Rydberg molecule, we 
want to simulate…a Rydberg atom.

+

G

-

Rr

Keep in mind: 
• Many equations to come: but it will be worth it!!!!

• At the end: you tell me if this is a quantum simulator (even though it is ridiculous!)

Hsim = −
∇2

R

2M
−

Z
R

+ Vsr(R)

The target Hamiltonian:
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The actual Hamiltonian:

Hsys = −
∇2

R

2M
−
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+ Vsr(r) + U( ⃗r − ⃗R ) .

The target Hamiltonian:

Ψ( ⃗R , ⃗r) = χEJ(R)YJM(θR, ϕR)
n−1

∑
l=0

clΨnlm( ⃗r) .

(first approximation: we assume a wave function in the Born-Oppenheimer approximation and take a 
single Rydberg manifold): 

(this assumes adiabatic potential energy curves will be well-separated and 
weak compared to Rydberg level spacing…check this!)



Interlude: How does an electron interact with an atom?
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As the electron comes in from a large distance (Rydberg orbits, remember!) R will be much 
larger than the typical distances of the ground state atom’s valence electron.

A great opportunity to do a Taylor expansion! 
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Interlude: How does an electron interact with an atom?

⃗r1

+

-

-⃗R

H =
−∇2

1

2
−

1
r1

+
⃗r1 ⋅ ̂z
R

At large distances (outside the range where the electrons overlap), the incoming electron 
sees a polarization potential!
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What happens to the electron?
Here we will go through a quick overview of the structure of alkali atoms: Li, Na, K, Rb, and Cs, which all have a single 
valence electron.

This is a second-order 
differential equation, so it has 
two linearly independent 
solutions, and u must be a 
linear combination of these 
FOR LARGE r!.


uνl(r) ∼ fνl(r) − tan δνlgνl(r), r ≥ r0 . (R13)

For small r, we can solve the S. E. numerically (in principle) for the wave 
function inside:

F′￼(r)
F(r)

r=r0

=
f′￼νl(r) − g′￼νl(r)tan δνl

fνl(r) − gνl(r)tan δνl r=r0

F(r)
Making sure the wave function and its derivative are continuous functions gives:

⟹ tan δνl =
F′￼(r)fνl(r) − F(r)f′￼νl(r)
F′￼(r)gνl(r) − F(r)g′￼νl(r)

r=r0

=
W( fνl(r), F(R))
W(gνl(r), F(r))

r=r0



What really happens to the electron? 
The polarization potential falls off so fast that (as long as the polarization is not too large - see effective range corrections by 
O’Malley and coworkers in the 60s, also Watanabe and Greene in the 80s…) that it “vanishes” at sufficiently large r

This is a second-order 
differential equation, so it has 
two linearly independent 
solutions, and u must be a 
linear combination of these 
FOR LARGE r!.


uEl(r) ∼ fEl(r) − tan δElgEl(r), r ≥ r0 .

For small r, we can solve the S. E. numerically (in principle) for the wave 
function inside:

F′￼(r)
F(r)

r=r0

= − bl(E) =
f′￼El(r) − g′￼El(r)tan δEl

fEl(r) − gEl(r)tan δEl r=r0

F(r)
Making sure the wave function and its derivative are continuous functions gives:

⟹ tan δl(E) =
f′￼El(r) + bl(E)fEl(r)
g′￼El(r) + bl(E)gEl(r)

r=r0

f and g are now just spherical 
Bessel functions, much 
friendlier!



What really happens to the electron? 
This expression for the phase shift shows that (plugging in expansions for f and g…)

tan δl(k2/2) → − k2l+1al(1 + …) at low energies!
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What really happens to the electron? 
This expression for the phase shift shows that (plugging in expansions for f and g…)

tan δl(k2/2) → − k2l+1al(1 + …)

δs(k) → − kas

at low energies!

So the s-wave phase shift is:

as = −
tan δs(k)

k
k→0

And likewise, the zero-energy scattering length is:

(Robin Cote)

u(r) ≈
sin[kr + δ(k)]

k

And crucially! The Fermi Pseudopotential is

U( ⃗r, ⃗R ) = 2πas(k)δ3( ⃗r − ⃗R ) .
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As a gut check: calculate phase shifts in the Born approximation:
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δL(k) = αLk2
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(4L2 − 1)(2L + 3)



Building a quantum simulator of a Rydberg atom
Using a Rydberg atom bound to a ground state molecule to form an ultralong-range Rydberg molecule, we 
want to simulate…a Rydberg atom.
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Energy spectrum of hydrogen and an alkali atom.
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To a good approximation, the molecular potential curve associated with one of these 
states is just the diagonal matrix element of


“in other words”


Non-degenerate quantum defect case

V( ⃗R , ⃗r) = Helectron + 2πasδ3( ⃗r − ⃗R )

U(R) = ⟨nlm |V(R, r) |nlm⟩ = −
1

2(n − μl)2
+ 2πas |Ψnlm(R) |2



To a good approximation, the molecular potential curve associated with one of these 
states is just the diagonal matrix element of


“in other words”


Non-degenerate quantum defect case

V( ⃗R , ⃗r) = Helectron + 2πasδ3( ⃗r − ⃗R )

U(R) = ⟨nlm |V(R, r) |nlm⟩ = −
1

2(n − μl)2
+ 2πas |Ψnlm(R) |2

The molecular potential energy 
curves are oscillatory! wacky! But not 
Coulomb!




Now we diagonalize 

 
 
 
in just the basis of degenerate states. 

Degenerate non-quantum-defect case
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n2 × n2This matrix is in size! Do we need a quantum simulator for high n?



Now we diagonalize 

 
 
 
in just the basis of degenerate states. 

Degenerate non-quantum-defect case

⟨nlm |V(R, r) |nl′￼m′￼⟩ = 2πasΨ*nlm(R)Ψnl′￼m′￼
(R)

V( ⃗R , ⃗r) = Helectron + 2πasδ3( ⃗r − ⃗R )

Diagonalize: 

n2 × n2This matrix is in size! Do we need a quantum simulator for high n?

2πas ( ⃗Ψ ⋅ ⃗Ψ†) ⃗C = E ⃗C

⟹ 2πas ( ⃗Ψ† ⋅ ⃗Ψ) ( ⃗Ψ† ⋅ ⃗C) = E ( ⃗Ψ† ⋅ ⃗C)
⟹ E = 2πas ( ⃗Ψ† ⋅ ⃗Ψ) ⟹ U(R) = 2πas

n−1

∑
l≥l0

ψnlm( ⃗R )
2

.



Rydberg molecule potential energy curves

are even wackier but still not Coulombier!


C. H. Greene, A. S. Dickinson, and H. R. Sadeghpour. PRL. 85, 2458 (2000)

The trilobite emerges!



Rydberg molecule potential energy curves

are even wackier but still not Coulombier!


C. H. Greene, A. S. Dickinson, and H. R. Sadeghpour. PRL. 85, 2458 (2000)

The trilobite emerges!



Now we get desperate and start looking at higher-order scattering… 

 
 
 
(and repeat the same procedure, knowing that alkali atoms have p-wave shape 
resonances and this term should be large…)

Degenerate non-quantum-defect case

V( ⃗R , ⃗r) = Helectron + 6πa3
p ∇δ3( ⃗r − ⃗R )∇

⟹ U(R) = 6πa3
p

n−1

∑
l≥l0

ψ′￼nlm( ⃗R )
2

.



Trilobites and butterflies

Full picture: 

1) degenerate and non-

degenerate levels

2) butterfly state from p-

wave interaction

3) phase shifts determine 

strengths: compare 
singlet and triplet 
phases


4) STILL NO COULOMB



Now we get really desperate and start looking at even higher-order scattering… 

…and diagonalize a D-wave pseudopotential, with matrix elements

Degenerate non-quantum-defect case
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These “simplify” to
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Now we get really desperate and start looking at even higher-order scattering… 

…and diagonalize a D-wave pseudopotential, with matrix elements 
 
 
 
These “simplify” to

Degenerate non-quantum-defect case



Can the neutral atom be “dressed” by some charge?

This way we can try 
to get simpler 
expressions and 
make it look as 
Coulombic as 
possible! 

Since the electron localizes near the ground state atom, we can calculate the “effective excess charge” sitting there… 
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Can the neutral atom be “dressed” by some charge?
Since the electron localizes near the ground state atom, we can calculate the “effective excess charge” sitting there… 

⟨QL(R)⟩ = − 1
2n3 ( 2

πk
dδL(k)

dk ) intuition: the charge is proportional to the time delay. 
 —if scattering causes the electron to lag behind a 
free electron, it ‘spends more time’ by the perturber 
and negative charge accumulates. 
—and vice versa 



FL(R) =
⟨QL(R)⟩

R2
UL(R) = − ∫ FL(R)dR

This implies a Coulomb force! 

UL(R) =
1

2n2
−

1

2 (n − δL(k)
π )

2

After doing the integral… 

+

G
Rr

-



potential energy curves 
black / red are the semiclassical result 

charges: red = negative / green = positive 
trilobite butterfly 

Dressed ion-pairs?

FL(R) =
⟨QL(R)⟩

R2
UL(R) = − ∫ FL(R)dR

This implies a Coulomb force! 



⟨QL(R)⟩ = − 1
2n3 ( 2

πk
dδL(k)

dk )
Let’s take our charge… 

δL(k) = αLk2

PUT THE PIECES TOGETHER

and the phase shifts for L>1 calculated earlier… 

αL = α
(4L2 − 1)(2L + 3)



⟨QL(R)⟩ = − 1
2n3 ( 2

πk
dδL(k)

dk )
Let’s take our charge… 

δL(k) = αLk2

PUT THE PIECES TOGETHER

and the phase shifts for L>1 calculated earlier… 

Born vs real phase shifts

αL = α
(4L2 − 1)(2L + 3)



Building a quantum simulator of a Rydberg atom
Using a Rydberg atom bound to a ground state molecule to form an ultralong-range Rydberg molecule, we 
want to simulate…a Rydberg atom.

+

G

-

Rr
Hsim = −

∇2
R

2M
−

Z
R

+ Vsr(R)
The actual Hamiltonian:

Hsys = −
∇2

R

2M
−

∇2

2
−

1
r

+ Vsr(r) + U( ⃗r − ⃗R ) .

The target Hamiltonian:

Hsys = −
∇2

R

2M
+

1
2n2

−
1

2(n − δL(k)/π)2



Building a quantum simulator of a Rydberg atom
Using a Rydberg atom bound to a ground state molecule to form an ultralong-range Rydberg molecule, we 
want to simulate…a Rydberg atom.

+

G

-

Rr
Hsim = −

∇2
R

2M
−

Z
R

+ Vsr(R)
The actual Hamiltonian:

The target Hamiltonian:

Hsys = −
∇2

R

2M
−

1
2(n − δL(k)/π)2

Hsys = −
∇2

R

2M
−

2αL/n3

R
+ …



(every fourth bound 
state is plotted) 

EnL
N = −

R′￼nL

(N − μ)2

R′￼nL =
2MαL

men6

A Rydberg molecule simulator of a Rydberg atom



Giannakeas, MTE, Robicheaux, and Rost PRL 125 123401 (2020); Giannakeas, MTE, 
Robicheaux, and Rost PRA 102 033315

A Rydberg molecule simulator of a Rydberg atom



A Rydberg molecule simulator of a Rydberg atom

Does this quantum simulator obey our criteria? 


Why or why not? 


If we can calculate it, do we need to “simulate” 
it?



