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FRACTIONAL DIFFUSION EQUATION FOR AGING
AND EQUILIBRATED RANDOM WALKS

V.Yu. Zaburdaev, I.M. Sokolov

We consider continuous time random walks and discuss situations pertinent to aging. These
correspond to the case when the initial state of the system is known not at preparation
(at t = 0) but at the later instant of time ¢; > 0 (intermediate-time initial condition).
We derive the generalized aging diffusion equation for this case and express it through a
single memory kernel. The results obtained are applied to the practically relevant case of the
equilibrated random walks. We moreover discuss some subtleties in the setup of the aging
subdiffusion problem and show that the behavior of the system depends on what was taken
as the intermediate-time initial condition: whether it was coordinate of one particle given by
measurement or the whole probability distribution. The two setups lead to different predictions
for the evolution of a system. This fact stresses the necessity of a precise definition of aging
statistical ensembles.

Keywords: Continuous time random walks, generalized diffusion equation, aging, statistical
ensemble.

Introduction

Fractional diffusion equations (FDE) nowadays can be considered as an established
and common mathematical tool with applications widely distributed in natural and social
sciences, biology, and finance. Usually, one successfully uses them to explain anomalous
scaling behavior of some quantities of interest. However, when finer details of anomalous
transport processes come to a question, such as aging for example, an investigator, equipped
with FDE but with the logic of classical diffusion, often fails to describe it correctly. An
intrinsically asymptotic character of FDE is more crucial than in classical diffusion, since
it involves nonlocal time/space operators. Therefore, some particular tasks require the
knowledge of the dynamics underlying the FDE and not only their final form. In many
cases, such dynamics can be modeled by continuous time random walks (CTRW) [1-4].
It allows to follow all derivation steps in detail and obtain useful analytical results. In the
present work, we will also use CTRW as a basis model.

The problem of aging is one of the fundamental questions relevant in different fields
of physics. The word «agingy» applies to all situations when the result of a measurement
depends explicitly on the time when this measurement was performed (i.e. what is the
time elapsed between the instant when the system was prepared in its original state
and the instant when the measurement started). Aging is an intrinsic feature of glasses
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[5-7], colloidal systems [8,9], granular materials [10, 11], diffusion processes in random
environment [12, 13], etc. Measurement setups and physical reasons for such a time-
inhomogeneous behavior can be quite different, e.g. the physical system can age due to
some slow internal processes or due to external impacts.

One of the mechanisms of aging is described by CTRW with power-law waiting
time distribution, where its nature is connected with the overall nonstationarity of the
process. Different aspects of aging in continuous time random walks were addressed
e.g. in [14-18]. The extensive discussion of properties of aging in trap models and their
representation within the CTRW picture is given by Montus and Bouchaud [19]. We state
however that the applications of CTRW are not exhausted by a mean-field description of
diffusion in systems with traps. The approach can be applied in many other cases like
diffusion on a spine of a comb and in some other loopless structures [20], as well as the
one generated by chaotic maps (see Ref. [16] and references therein), where the diffusion
anomalies are not caused by energetic disorder.

The problem discussed in the present article is related to the one of Ref. [16], where
the author considered the aging in the subdiffusion process generated by a deterministic
dynamical system. We generalize the results of the Ref. [16] and explicitly express
the generalized diffusion equation describing aging CTRW by using a single memory
kernel. Further, we consider the situation of random walks with truncated power-law
waiting time distributions, which leads to equilibration. We show that the final form of
the corresponding diffusion equation depends on whether this waiting time distribution
possesses the second moment or not. In the latter case, the convergence of the probability
density function (PDF) for the density of particles to a Gaussian is very slow.

We moreover stress that the results obtained in the Ref. [16] and generalized in the
present work are pertinent to a very specific variant of the aging problem. To demonstrate
this, we discuss a seemingly similar (but in reality very different) approach to aging.
Although both approaches are intimately related, they lead to different predictions for
the evolution of the system. We show that these approaches also correspond to different
experimental situations and discuss their applicability and limitations.

The structure of the paper is as follows. In the Section 1 we formulate the aging
problem corresponding to the setup of Ref. [16], introduce the generalized master equation
(GME) approach, and derive the corresponding fractional diffusion equation for aging
walks. We analyze the asymptotic form of the aging diffusion equation and express it
through a single memory kernel. In the Section 2, we apply these results to the equilibrated
random walks. We derive the corresponding transport equations with distributed order
fractional time derivative and discuss particularly interesting behavior of the moments
of the density distribution. In the Section 3, we discuss another approach to aging, the
relevant experimental situation, and the corresponding results. The last section is reserved
for conclusions.

1. Master equation for aging random walks

1.1. General considerations. Consider a system of particles created at ¢ty = 0.
After the system was created, we let it evolve according to its internal dynamical laws
during an interval of time ¢; > 0. The initial distribution of particles at preparation,
n(x,0) is unknown. At the time ¢; we labeled some particles and thus created a known
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density n(x,t;) of such marked particles (performed a measurement). For example, we
could irradiate our system with light and create excited states of atoms or molecules
of the interest inside the region of the order of the light beam radius or its penetration
depth. Equivalently, we may consider a single particle that has started at time ¢ = 0 from
an unknown location and at the time ¢;, was detected at the point x; and labeled. The
quantity of interest is n(z,t2), the density at a given instant of time ¢t > ¢;, which we
assume to be experimentally accessible. Then the following question can be put: If we
only know the duration of the previous evolution, ¢; (called aging time), and the position
of the particle at ¢ = ¢;, what can we say about the future evolution of the particle’s
position? How precise can we predict the position of this particle at the time ¢ > t;, and
how does this prediction depend on ¢; and t3? In the case of many labeled particles, the
same questions apply to the profile at ¢, which can be obtained as a convolution of the
concentration profile at ¢; and the PDF of the single-particle displacements. We note that
the density of points in a configuration space of some system can correspond not only
to coordinates of some real particles but to whatever other coordinates characterizing e.g.
temperature or magnetic field. In our explanation we, however, confine ourselves to the
picture of particles.

The problem of aging in this setup
can be considered as the «intermediate-time
initial condition» problem: The system was
created at ¢ = 0 but the initial condition
to the corresponding transport equation is
posed at a later instant of time ¢ = ¢;. For
normal, Markovian diffusion this does not
change the overall form of the transport
equation. In non-Markovian cases, espe-
cially in the ones with long enough memory, Fig. 1. The first aging problem setup. The evolution
it does, as we proceed to show. This aging starts at ¢ = 0 from an unknown initial distribution.
problem is schematically illustrated in the Att =t the particles with a profile n(z,t = ) are
Fig. 1. Assume that he density of labeled  E08e 12 14 fr s Giftion o o
particles at ¢ = ¢ at point z = 1 IS known.  for the full profile the density n“(x,t = t2). The
Starting from this point the particles diffuse, dashed line and the grayscale shadow in the (z,t)

and at to = t; + ¢ acquire some distribution plape are u.sed to guide the eye for the diffusion from
(not shown). By n(z,t1,t) we denote our @ single point

theoretical prediction for this distribution. In the case when the whole profile n(x,t = t1)
is known, the concentration profile n4(x,t = ta) at to is given by a convolution of the
former one and n(x,t1,t).

nix,t)

For simplicity we start with the CTRW model on a one-dimensional lattice; genera-
lizations to the continuous case and to higher dimensions are quite evident. Consider a
discrete set of sites marked by an index ¢. By n; we denote the occupation probability
of each site (density of particles). After a certain waiting time at the site ¢, a particle can
jump to the two neighboring sites i — 1,7 + 1 with equal probability 1/2. The waiting time
distribution at a site is governed by the probability density 1(t). The properties of this
function determine the regime of diffusion. If the mean waiting time, (t) = [ Ty (t)dr,
is finite, the resulting transport process will be a normal diffusion. However, even in
this case some aging effects can still emerge, with the only exception of the exponential
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waiting time distribution [21]. If the mean waiting time is infinite, we are in the situation
of anomalous subdiffusive behavior, where the aging effects are the strongest. It is known
that in the subdiffusive regime asymptotic transport equations have a form of the fractional
diffusion equation, where fractional differentiation appears in the temporal part. It is easy
to see that in the case of the fractional time derivative, the solutions of the corresponding
equation do not posses the semi-group property. This is a strong indication that the choice
of the starting point or an intermediate initial condition may noticeably affect the following
dynamics.

To consider this point in detail, we need to derive the transport equation which
adequately describes aging. Our approach is based on the generalized master equation
and is similar to the phenomenological derivation of the diffusion or Fokker—Planck
equations using a combination of a continuity equation and the equation for currents [22].
The continuity assumption contains essentially two balance conditions guaranteeing the
probability conservation: a local one (giving the balance between the probability gain and
loss at one site) and the one for transitions between the two sites (representing particle
conservation during the jumps). A balance equation at each site reads

ni(t) = ji (t) — j; (1), )

where j; (t) is the loss current, i.e. the probability for a particle to leave the site per unit
time at time ¢, and j;" (¢) is the gain current at a site.

A particle arriving to the site ¢ at time ¢ comes either from the left or from the right.
Probability conservation for transitions between sites then reads

) 1. 1.
g () = §Ji_1(t) + §Ji+1(t>- (2
By combining (1) and (2) we get a continuity equation
. 1. I .
ni(t) = ijifl(t) + §Ji+1(t) —J; (t). 3)

According to the waiting time distribution, the loss current at time ¢ is connected to the
gain current at the site at all previous times: the particles which leave the site ¢ at the time
t (making a step from ¢ to one of its neighbors) either were at the same site ¢ from the
very beginning, or came there at some later time 0 < T < ¢. A probability density to make
a step at time ¢ when arriving at T is given by the waiting time distribution \(¢ — t). Then
for the loss current j; (t) we can write:

t
@) =t + [ (=i (e @

However, for the aging initial conditions the probability to make the first step after the
measurement at ¢; is different from (t). Here we postulated it to be independent of the
spatial position 7 and denoted by (! (t,¢1). We also assumed that the system was created
at the time ¢ = 0, and a measurement was performed at ¢t = ¢;. From here on we denote
by ¢ the time elapsed from ¢; and denote by n; ¢ = n;(t1) the initial condition for the
system’s further evolution. By using Egs. (2)-(3) we can rewrite (4) as:

g7 () = 9D (t, 1) + /0 W(t — 1) [i(r) + ji (1)] dr. (5)
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Now we have to find the expression for the forward waiting time distribution of the first
step w(l)(t, t1) [23]. The forward waiting time T is counted starting from the observation
point. Let us assume that the jump preceding #; (numbered j — 1), took place at time
t;_1 = z. The forward waiting time distribution y(!)(t, 1) is

t1
YO (e, ty) = / (s — 2 + 1)z,

where f(z)dz is the probability to make a jump within the time interval between z and
z + dz, so that f(z) is the time-dependent density of steps. This can be presented in the
following form:

F(2) = fal2). (6)
n=0

Here f,,(t) is the probability density that it is exactly n-th jump that takes place at time ¢.
This one is given by an n-fold convolution of the waiting time probability density ()
with itself. Under Laplace transform with respect to z Eq. (6) reads:

1
1—g
By indexes p, s we will denote the Laplace components corresponding to ¢ and ¢1, and by

k the Fourier component, respectively. The Laplace transform of w(l)(t, t1) with respect
to t7 is then:

fo=14ys + 92+ ...

(7

esT Ps — Te—st’w(t/)dr/
v (1) = { 10_ " } '

The double Laplace transform of this function with respect to both times t and ¢; has the
following form [16,23]:

W _ Vs — W
Vor = -0 ®
With this information at hand, we take the Laplace transform of (5) with respect to ¢ to
obtain:
Jip = WS (41) 70 + Wp | P — 0 + Jipl -
From the above equation we find the connection between loss current and the occupation
probability:
Py W (t1) =y
1= Nip + 1= 14,0 9)
Vp Yp

Now we insert (9) into the Laplace transform of (3) and convert it back to the time domain:

Jip =

ni(t) = /OtCD(t — 1) Bni_l(r) + %ni_i_l('f) - ni(r)] dt +

1. 1. ~
+ oW(t, ) [2%1,0 + 510 — ni,()] ; (10)
where ®(t) and ®() (¢, ¢,) are defined through their Laplace transforms:
(1)
t —
q)p — pwp 7 ®1(;1)(t1) _ P ( 1) WP. (11)
L=y L=y
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1.2. The second memory term. We note now that Eq. (10) can be rewritten in
the form

t
D sty = jt/o M(t—1) x (12)

« Bnu(r) + %nm(t) - ni(‘c)] dr +

1 1
+ oWt ) [Qni_l(ﬁ) + 5nisa(t) - ni(tl)] :
where the memory kernel M (t) is the inverse Laplace transform of the function
M, = vy,/(1—1,), which is connected with the density of steps f(¢) (having the Laplace
representation f, = 1/(1 —,)) via M(t) = f(t) — 0(t). Thus, M (¢) is the density of all
steps excluding the first one. Evidently, the asymptotic properties of the functions M and
f are the same.

Now we concentrate on the temporal asymptotic behavior of the source term. By
using Egs. (8) and (11), for the double Laplace transform of <I>(1)(t, t1) we can write:

o _ 1 1 I
(Dp’s B ps[le 11Pp] 5(1*11)1?)_ (13)

B 1 [ 1 1 ] 1 n 1
p—sT=w 1-w,] s(l—w) s
In order to understand the structure of the above expression we use one remarkable
property of the Laplace transform. For any function A, such that its Laplace transform
exists, the following property for double Laplace transform holds [21]:
h, —h

[A(t 4 t1)]p,s = z_psa (14)
where s and p are Laplace space variables corresponding to ¢ and ¢; respectively. By using
this fact we can rewrite the expression for (1) (t,t1) (13) in time domain:

W (t, 1) = f(t+t1) — F(t) +8(t), (15)

where f(t) is the density of steps given by the inverse Laplace transform of 1/(1 — ;).
This one, as we have already seen, is connected with the first memory kernel M (t) via
M (t) = f(t) — &(t), so that it can be rewritten in the form &M (¢, 1)) = M(t + t1) +
+3(t + t1) — M(t). However, for whatever aged system (t; > 0) the delta function
vanishes, so that the final result

W (t,t1) = M(t+t1) — M(2) (16)

follows. This is a new expression which connects the source term with the memory kernel
of the generalized master equation for aging continuous time random walks (12), which
thus gets the form

4
dt

+ [M(t + tl) - M(t)] [;ni_l(tl) + %ni+1(t1) - ni(tl)] .

1

n(t) = ;lt/o M(t—r) [;nil(T) + §ni+1(1) - ni(T)} dt+ (17)
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In the more general continuous case, when the jumps’ lengths are no more discrete
but rather distributed according to some probability density g(z), Eq. (17) turns to an
integral equation of the form:

400
£n$t ﬁ/ Mt—rb/ o) 0z — 9, 7) — n(@, D] dydr+  (18)
400
HI(+0) = M) [ 90) e~ yotr) = (e to)] dy

The discrete case, Eq. (17), corresponds to the choice g(x) = [0(z — a) + &(x + a)]/2
with a being the lattice spacing. The generalized master equations, Eq. (17) and Eq. (18),
contain the standard random walk part represented by the first term and an additional term
representing the memory on the initial conditions. This memory term is expressed through
the same CTRW memory kernel as encountered in the first term on the right hand side and
vanishes when either ¢; = 0, or (1) is an exponential. Before considering the asymptotic
form of the above Egs. (17), (18) we give their solution in Fourier-Laplace space:

{[M(t+1) = M@, (e = 1) + L n(t)s
P = (9 — D) |

Indexes k and p denote the Fourier and Laplace transforms of the corresponding functions.

(19)

Nk,p =

1.3. Asymptotic form of the aging equation. Now we would like to obtain the
asymptotic form of the above transport equation corresponding to large values of x and
t (small k and p respectively). Assuming n;(t) to change slowly enough as the function
of the site number ¢ one can change to the continuous description introducing the density
n(x,t) with x = ia. The difference operators in Eq. (17) can then be considered as a
discrete approximation to a Laplacian, so that the corresponding master equations takes
the form of generalized diffusion equation with the additional memory term

9
2 (1) 2&/ (t — ) An(z, T)d +

2

—An(a:, t1). (20)

+[M(t+t1) — M(t)] 5

The same form follows from the more general continuous form, Eq. (18), provided the
jump length distribution g(z) has a finite second moment ({2?) < oc). The corresponding
proof follows either the standard Kramers—Moyal procedure or can easily be obtained as
the small-k£ expansion in the Fourier space. Note that the continuous limit is obtained
not by tending the lattice spacing a to zero, but using the smallness of the ratio between
typical observation scales and the microscopic scale given by a: x/a > 1. One
usually takes the first leading term in the expansion with respect to this small parameter,
finds the solution, and then estimates the remaining correction terms. A more detailed
discussion of the transition to the continuous limit in the anomalous diffusion problems
can be found in Ref. [24].
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For exponential waiting time distribution (t) = t;'exp(—t/to) the memory
kernel M (t) = 1/ty and the equation takes form of the ordinary diffusion equation

2

9 An(z,t) 1)

0
—n(z,t) = o™

ot
lacking the second memory term. The combination K = a?/2tq is the usual diffusion
coefficient of the process. Another common choice of the waiting time distribution (deter-
mined by both, real practical situations and mathematical convenience) is a power law
function, e.g. (t) = v/to(1 + t/to)' Y, with 0 < y < 1, where ty again gives us the
characteristic temporal scale of waiting times. The expansion of its Laplace transform for
asmall p is: ¢, =1 —T(1 —v)tip" + O(p), and the corresponding memory kernel M ()
is given by

1 =1
M(t) ~ - T,
NI NC )

in which we recognize an expression proportional to the integral kernel of the fractional
derivative. After substituting this expansion into (20) and some algebra we obtain:

(22)

%n(x, t) = K, oD} YAn(z,t) + (23)
+ K, ! ! ! An(x,ty),

T(1—v) [(t+t)r 1

where the generalized diffusion coefficient K, stands for Ky = a*/[2I'(y)t}]. The Eq. (23)
generalizes the aging subdiffusion equation derived in Ref. [16] (cf. Eq. (18) there). It is
now applicable to any initial density of particles n(x, ;) whereas the setup of Ref. [16]
assumes a localized initial condition as a delta peak at zero.

Let us briefly discuss the properties of the above equation. It is easy to check
that the total nurnber of particles is conserved by setting £k = 0 in Eq. (19) since
ng—o(t f on n(x,t)dx. Just from the normalization condition it follows that
(9% — 1)\k:0 =0 and we immediately obtain:

Np,k=0 = n(tl)kzo’
p
which after the inverse Laplace transform demonstrates the conservation of the total
number of particles. The behavior of the mean square displacement, Ms(t) = <x (t t1)>
can also be computed with a help of the answer in Fourier-Laplace space (19) by the
following formula: My (t) = — (d?/dk?)ny(t ‘k o- By taking the initial condition as a
delta function at zero n(x,t;) = d(x) and for large ¢ we obtain (cf. [16, 18]):

CL2

(L +y)r(1—vy)

(2*(t.t1)) = [(E+82)" = ¢]]. 24)
By setting t; = 0 we recover the standard answer for the subdiffusion. For ¢; > 0 we
can see that the diffusion gets slower for larger values of ¢;. This is an intrinsic feature
of the nonstationary subdiffusion process since the frequency of jumps decays with time.
After a longer preceding evolution t; it takes longer time to make the first jump after
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the observation started. Only at times ¢ >> ¢; the mean square displacement approaches
the standard behavior t¥. For the whole class of processes described by Eq. (20) the
nonnegativity of the probability density for the power-law kernels considered in guaranteed
due to the fact that the process discussed is subordinated to the Brownian motion. In the
case of the localized initial condition can be expressed in the integral form through the
Levy stable distribution [16].

2. Equilibrated random walks

Let us now consider the system which relaxes to a true equilibrium. Such a
system would correspond to CTRW with the waiting time distribution possessing the
first moment, (t) = [, ©p(t)dr, which is however so large that the intermediate power-
law asymptotics of the function is still seen. The examples are a theta-
truncated power-law y(t) = A/(1 + 1)'7“0(T — 1) or an exponentially truncated one
Y(t) = A/(1 + t)'*%exp(—1/T) (A is the normalization constant), or an exponen-
tially truncated one-sided Levy-distribution with the Laplace transform
Y, = exp[—A(p + 1/M)* + A/L*]. Here A is the parameter with the dimension [T]* and
of the absolute value of unity (the typical step time is set to one), and A = (Aa /7)1 /(=)
where (t) is the mean waiting time. The equilibrated case is interesting because it is
experimentally relevant: systems are typi-
cally created much earlier than measure-
ments are performed and have enough time
to equilibrate. The time lag between the
labeling particles at ¢ = ¢; and final
measurement at ¢, is however small
enough to probe nonequilibrium dynamics.
The general result for the aging problems 57 v, A t>
can be easily applied to this concrete / ! 2
example. The equilibrated case corresponds
to the limit 1 — oo of aging CTRW. Fig. 2. Problem setup fof the equilibrated random
Analogously to the aging problem, we walks. At t = t We.lab.el some of the particles
. e . from their uniform distribution and create the profile
illustrate the equilibrated problem setup in n(w,t — t1). Later we follow only the diffusion of
the Fig. 2. those marked particles and obtain at to = ¢1 + ¢ the

The system prepared at t = 0 evolves density profile n” (z,t = t2)
during the time t;, with t; — oo (in
practice it means that the system was created a long time before the measurement took
place and develops a uniform distribution of particles). At the time ¢ = ¢; we select
some profile of the particles n(x,t = ¢;) and follow only these particles until the time
to =11 +t.

We start from the transport equation (20) by taking its Fourier-Laplace transform:

~ CL2 CLQ
Pk = k(1) = e K, = TR0 (1), (5)
p

where we returned to our earlier notation for the second memory kernel ®;. In the
above equation, the waiting time distribution has a finite first moment, (t), and therefore
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Yy, = 1 — (1) p + o(p). In addition, the limit ¢; — oo should be applied. In this case
the expression for the second memory kernel ®!(¢) is simpler than before. Its Laplace
transform is given by (see Egs. (8) and (11)):

o_| L __1
@, p  1—w, +1]. (26)
We note that in the time domain we now have ®) (t) = 1/ (t) — f(t) + 8(t) and that f(t)
still has a physical meaning of the (time-dependent) density of steps. For a pure power-law
CTRW this function monotonously decays to zero with time, while for equilibrated walks
it decays to 1/ (t). The transition between the both regimes takes place at at time ¢, ~ (t).
However, this does not mean that the second memory function vanishes at times which
exceed t.: the difference 1/ (t) — M (t) still can behave as a pure power-law in some
cases. It is important that the second memory function is governed by the subleading term
in the expansion of 1/(1 — 1), whose behavior depends on whether the function (t)
possesses the second moment (we shall call this situation «a sharp cut-off») or does not.
In the case of a sharp cut-off and for a small p, Y, = 1 — (t) p + Map® + o(p?),
where M5 is the second moment of waiting times. Now we have:

1 1
1—vy,  (tp+ Myp®+o(p?)
1
= m[l + (M2/ (v))p + o(p)] =
1 M
= WJFﬁJFO(D' 27)
This means that for small p
ol =1 ?522 + o(1), (28)

so that the function ®()(¢t) is integrable, with the integral being equal to 1 — Ms/ (t)?.
This in turn means that ®1 () decays faster than ¢t~! and its exact decay form depends on
how many moments does (t) actually possess. We note that the existence of the second
moment is necessary for such a behavior. The overall fractional diffusion equation for
such a process in the long-time limit tends to a normal diffusion equation of the type

on(z,t)
ot

where K stands for the diffusion coefficient K = a?/ (1) and the nonnegative constant
C is given by C' = (1 — My/ (1)*)a?, i.e. to the ordinary diffusion equation with some
correction to the initial condition. This correction vanishes only for the Markovian random
walk process with exponential waiting time distribution for which My = <t>2.

In the case when the second moment does not exist, the situation can be vastly
different. In order to present this type of behavior let us consider a special example of
the waiting time distribution for which we can convert Eq. (25) in the Fourier—Laplace
domain into a distributed-order fractional diffusion equation with a source in space and
time. Let us take y,, in a form

= KAn(z,t) + Cd(t) Ano, (29)

p (1)

T A () (0)

Yp = exp
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This function is completely monotonic, which, according to the Bernstein’s theorem,
means that it is a Laplace transform of a probability density function. To prove this it
is enough to note that 1, has a form e~ with the function h, > 0, hpl,—o = 0 and
possesses a monotonous derivative (see [25]). For p — 0, 1, behaves as ¢, ~ 1 — p (1),
i.e. the corresponding PDF 1(t) has the mean value of (t). The parameter A is a free
parameter of the order of unity which governs the precise form of the crossover.

Provided that p is small enough, we can take \, ~ 1—p (t) /[1+A(p (1)) ~%] which
corresponds to 1/(1 —y,) = 1/(p (1)) + A(p (1)) ~*. By substituting this expression into
(25) we obtain:

Pk, —nor = —K [1 + A(p <r>)1_°‘] kznkyp +
+ K (1) A(p (x)) " “K* 7o .- (31)
In normal space-time domain this equation corresponds to
8n(axt’ t) — K [1 + A <t>170t ODtlf(li| An(ﬂf7t) .
A 1—a _
— KLf”%nO. (32)

['(a)

Note the distributed order derivative (1 +At' thlfo‘) on the r.h.s. [25], which is typical
for systems showing crossover behavior, and the extremely slowly dissolving of the initial
condition!

The difference between the cases of the equilibrated random walks corresponding to
the waiting time distributions with or without second moment (mirrored in the difference
of the form of the corresponding generalized Fokker—Planck equation) is intimately con-
nected with the question whether the mean forward waiting time (the mean waiting time
of the first step after the beginning of observations) exists. Indeed, looking at the limit
of the Laplace transform in the first argument of the forward waiting time distribution
for the equilibrated case (t; — o0) we see that wj(ol) — (1 —p)/ (1) p. Therefore, the

first moment of (I (t), (t1) = I Y (¢, 00)tdt = —d% lp,(jl)‘ . is equal to My /2 (t)?
p:

provided M>, the second moment of the waiting time distribution, exists, and diverges
otherwise.

One of the interesting peculiarities of the equilibrated random walks is found in
the behavior of its moments. It is known that the second moment of equilibrated CTRW
behaves diffusively at all times [26,27]. However, the higher moments of the density
profile are much more exotic when the second moment of 1(t) does not exist. From
Eq. (25) we obtain:

n 11—y, a’k? N
b 5_ p* (1) 1 —p +ppak?/2 -
11—y, k2
T op P2 1— vy, +a2k?
S P N
P p(r) 2
+(—1)*" L _amk + o] (33)



Now we easily find the even moments of the density by the following formula:
My, = (—1)”(d2”/dk2n)nk‘k:0. We thus have:

M07p = 1/]9 Mo(t) =1

My, = 2Kp—2 Ms(t) = 2Kt

2 T
My = p%g(—fp,f?) My(t) = 24K (1) fa(t)

(34

n n—1
Mapp = S0 Moy () = (20)! K™ (1) fon (1),

All odd moments are zero due to the the symmetry of the case considered here. The
functions fon,(t) are the inverse Laplace transforms of fa,, , = 1/p*(1 — ,)" L. For the
waiting time distribution with infinite second moment considered above, its asymptotic
Laplace transform is as follows:

_ L+ A

f2n,p - W (35)

In the time domain it corresponds to the following behavior:

/\n_1 <T>7a(n71) t(n—l)a-H for t< <'l?> ,
fonlt) ~ § Tl =D +2] (36)
t" for t> (1).

nlgn—1

This means, for example, that the distribution of the particles’ positions at an intermediate
time is considerably platykurtotic, and only slowly tends to a Gaussian in course of time
with a typical transition time (t). We note here that such a slow convergence to a Gaussian
is typical also for other random walks models with truncated power-laws, as exemplified
by truncated Lévy flights [28,29].

3. Green’s function approach and the problem of aging ensembles

In the previous sections, we considered the results for a specific setup of an aging
problem corresponding especially to a displacement of a single particle labeled at ¢ = ¢
in course of its further temporal evolution or of the ensemble of such labeled particles. Let
us consider another setup for aging problem. Assume that the full profile of the density
of particles (or the full probability density for a single particle) at ¢t = ¢; is known (for
example, we started with a thermodynamically large ensemble of particles and were able
to measure their density at ¢ = ¢; with high enough precision) or is known in principle as it
is assumed when calculating, say, the correlation functions [30]. Does it give us additional
information which might improve the prediction of the particles’ positions? What would
be the following evolution of this profile and how will it depend on the aging time?

The GME approach used in Sec. 1. relies on a special definition of the aging
ensemble. The system was created at t = 0 and evolves according to the CTRW dynamics
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up to the time ¢1, where the first measurement of the particle’s position (or the the particles’
positions) takes place. No explicit notion about the initial distribution of the particles’
positions at ¢ = 0 is assumed or used. In any case, we follow up only the particles
tagged at t = t;. The situation considered in the present section corresponds to a different
ensemble.

Imagine now that we have two experiments (probably with different initial condi-
tions), which are such that the exact measured density in one of them is the same as
the density of labeled particles in the another one. Will the further development of the
densities be the same? If not, what is the difference? As we proceed to show, the two
situations lead to different results for the higher moments of the distribution. It is worth
mentioning that the distribution of the first exit times after the measuring event is the only
quantity affected by aging and it determines the future evolution of the system for both
definitions [16]. It depends on the initial conditions through the correlation between the
particle’s position and the forward waiting time, as discussed in Ref. [31].

The difference between the two
setups, the one of Fig. 1 and the one of
Fig. 3, on the qualitative level, can be
understood already now. In the given point
x1 at the time ¢ = t;, there are particles
which have arrived different times ago and,
therefore, will make their next steps also at
different times [32,33]. In the first aging
setup, we virtually ignore the dependence
of these exit times on z; (the relative
position in the full density profile, if the
latter is known). Therefore, we assume that

Fig. 3. The second aging problem setup. At t = t;
the full density profile, n(z,t = t1) is measured. By
using the Green’s function it is possible to propagate

in all points the distribution of exit times
depends only on t¢;. In the second aging
problem, we take into consideration the
relative position of the point x1. It is clear
that particles which occur to be found at
the wing of the density profile typically
have made much more steps than those

it back and reproduce the initial distribution at ¢ =
0, n(xz,t = 0). Then it is forwarded until the time
to = t1 + t to obtain the prediction for the future
evolution n(z,t = t2). In contrast to the first aging
problem, diffusion from a single point x; will depend
on both, the starting point z; and the aging time t1:
n(x,z1,t1,t). The grayscale shadows and dashed line
in the (z,t) plane show the diffusion from the initial
distribution and a single point.

found close to the center of the profile. Moreover, the particles which had to make a
lot of jumps probably have arrived at their actual position very recently, i.e. start their
last waiting period not long ago before ¢;. This implies that the distribution of exit
times depends on x; which affects the diffusion of particles out of this point. Therefore
corresponding profiles in the Fig. 1 and 3, n(x,t1,t) and n(z,x1,t1,t) are different.
By repeating the same argumentation for each point in the profile n(x,t = t;) we may
conclude that n* and n¢ will be different as well. We will come back to this question
later in the text.

Let us now return to the case when the PDF of particles’ positions at t = ¢; is
known exactly and note that the temporal evolution of the PDF from true initial conditions
to the state at time ¢ is described by the linear evolution operator S (t). If the time evolution
operator has an inverse defined at least on a set of relevant PDFs n(z, t), one can propagate
this PDF back in time to ¢ = 0, thus getting n(z,0) = ng(z) and then forward in time up
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to to > t1 to obtain n(xz,t2)*:
n(w,t2) = S(t2) S~ (t1)n(x, 1a). (37)

This defines the linear time evolution operator S(to;t1) = S(t2)S~" (1) which gives us
the PDF at the time 2 provided the PDF at the time ¢; is known.

Let us first find the explicit form of the S(ty;t;) operator and then discuss the
difference between this aging problem, and the first one, considered above. The time
evolution operator, S (ta;t1), follows from the explicit form of the solution of the transport
equation via the Green’s functions method: it is the integral operator containing the
Green’s functions of the standard CTRW equation, G(x,z’,t). Let us recall the form
of the transport equation for CTRW without aging, i.e. all particles were introduced at
t = 0 without history (the first part of Eq. (10) or Eq. (18)):

t —+o0
A 1) = /0 o(t — 1) / o) n(z — y,7) — n(w, )] dydr. (38)

— 00

The Green’s function is defined as the solution of the above equation with n(x,t = 0) =
= 8(x — 2’). Then, for arbitrary initial distribution ng(x) we can write:

n(z,t) = S(t)n(z,0) = o G(z, ' t)no(z')dz’. (39)

—00
For the homogeneous situation considered here, the Green’s function depends only on the
difference of its spatial variables: G(z,z’,t) = G(x — 2/,t). Therefore, the solution can

be found as a convolution of the initial condition with the Green’s function. By denoting
the convolution operation with *, we can write S(t) = G(z, )%, i.e.

n(z,t) = S(t)no(z) = Gz, t) * no(x). (40)
The PDFs of the particles’ distributions at time ¢ and to = t; + t are thus given by

n(xz,t1 +t) = Gz, t1 +1)*ng(z),
n(z,t1) = G(z,t1)*no(z). (41)

Under the Fourier transforms, convolutions are changed into simple products of Fourier
components:

nk(tl—i-t) = Gk(tl—l-tg)no,k,
nk(t1) = Gr(t1)nok- (42)

“This is essentially the idea used in Ref. [29]. However, the technical implementation of this idea is
faulty. This can be seen when considering Eq. (18) of Ref. [29]. We note that taking t2 = t; = ¢ in this
equation has to give W (X2,t; X1,t) = 8(x2 — z1): the particle cannot be at two different points at the
same time. On the other hand we note that due to the completeness of the system of eigenfunctions of the
corresponding Hermitian operators we have Y \n(X1)Yn(X2) = 8(x2 — x1). Due to the uniqueness of
the eigenfunction expansion this expression and Eq. (18) with ¢to = ¢; = t are compatible only in the case
when Eq(z)E.(—z) = 1, which can be proven wrong for whatever o # 1. A trivial example is given by
Ey)2(z) = e [1 + erf(2)]. Thus the assumption that backward propagator is the solution of the fractional
backwards Kolmogorov equation seems to be not a quite transparent choice in all cases except for the trivial
Markovian one where E1 (z) = exp(z).
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From these two we formally find:

_Grti+t)
k(T t —_— t 43
and now write the time evolution operator S(ty,t;) = S(t3)S~!(t1) as an integral

convolution operator T'(z, t2, t1)* with the integral kernel being the inverse Fourier trans-
form of G (t1 +t)/Gr(t1).

For the CTRW model its Green’s function can be easily found analytically [3], so
that also the corresponding operator S (t2,t1) can be immediately calculated. The Green’s
function for a CTRW equation (the solution of (38)) in the Fourier-Laplace space is

1=y,
Gy,= ——-—"—_.
PP (1= ,gk)

We can now compare the resulting density distributions obtained in the two aging problems,
namely Eq. (18) and (43). To do this we analyze the difference of the two densities
dn(x,t) =nC — nA, with n© being the PDF predicted by the Green’s function approach
(43), and n“ being the one given by the by the probabilistic approach (18) of Section 1.2.
In particular we concentrate on the behavior of moments of the density difference defined
as (z")s, = [0, x"dndx.

As an example we consider the follo-  <x®s3, A
wing situation. Imagine that the system 150.0
evolved starting from a sharp (delta-
function) initial condition n(z,t = 0) =
= 9(x). In this case the particles’ distribu-
tion at ¢ = ¢; is given by the inverse
Fourier transform of ny(¢1) = G(t1). This 50.0
distribution is now used as the intermediate-
time initial condition at ¢ = ¢; in both 0.0 >
approaches, in the one of Sec. 1 and in 0 200 400 600 80O ¢
the one of the present Section. Then the Fig 4. The forth moment of dn(,t) = n® —n?, as

Its of th t h a function of time, ¢, for different aging times ¢; and
results of these two approaches are com- y = 1/2. Its deviation from zero shows the difference

pared. Eq. (43) reduces in this case to @ between the prediction given by Eq. (18) as compared
simple formula ng (t+ tl) = Gi(t + tl)_ to the Green’s function result (43).

Omitting the details of rather tedious calculations, we can show that the second
moment of the density difference, <:U2> on> 18 €qual to zero. However, already the next

(44)

-

100.0

even moment, <a:4> o deviates from zero. The final expression for the forth moment of
the density difference reads:

t

4 B smny
() = Mty [T @45)
0

0

T T +7T

In Fig. 4 we plot <x4>6n given by (45) as a function of time for three different aging
times, for the case y = 1/2 (y is the exponent in the power law tail of the waiting
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time distribution). These findings show that the approach based on the backward-forward
propagation delivers a result which is different from the one given by the approach of Sec.
1. It is also necessary to stress, that the aged propagator n(x,t,t1) given by (18) is not the
Green’s function of aged anomalous diffusion, since it does not reproduce the PDF of the
particles exactly. The Gaussian situation showing no aging is the only one when the both
approaches are equivalent (and give the same result): in this case G(t) o< exp(—DKk>t)
so that Gk(tl + t)/Gk(tl) = Gk(t)

Let us discuss some implications of the two approaches. The Green’s function
approach utilizes more information about the intermediate stage of the system (the full
knowledge of the whole distribution) and corresponds to a different nonequilibrium statis-
tical ensemble than the one of Sec. 1. On the other hand, the approach of Sec. 1 assumes
no knowledge about the initial condition, i.e. essentially starts from the assumption that
at t = 0 the distribution of particles in space was uniform (which is the most reasonable
assumption about the state of the statistical system provided no additional information is
given and corresponds exactly to the Jaynes’ information approach to statistical mechanics
[34]). It is clear that the homogeneous distribution does not evolve in course of the time
and stays uniform up to the time ¢ = ¢;. At t = t; we choose some profile n(x,t = t1)
from this distribution (see the Fig. 2) and follow its evolution.

As we have mentioned above, the physical reason for being able to predict exactly
the dynamics of particles after a measurement, is the precise knowledge of their exit times.
The Green’s function approach uses this information only indirectly, just propagating the
profile back and then forward and automatically provides the corresponding distributions.
This approach is not literally applicable in a whatever case when the intermediate time
density distribution is not a full profile resulting from the previous evolution of some initial
density. There exist, however methods which work with microscopic distributions directly
and can be applied to such cases as well. The first one is based on the generalized transport
equation with microscopic details taken into account [21], another one considers two-point
probability distributions [31,35]. Both of these more general approaches (not restricted to
the aging problems) give answers corresponding to the Green’s function approach when
starting from a concentrated initial condition (and therefore for a whatever exactly known
one). Moreover, these approaches allow for the full solution of the aging problem in the
setup of the Sec. 1, where the exit times after the measurement tend to be independent of
coordinate. The results for the equilibrated walks provided by methods of Refs. [21,31]
and by that of the Sec. 1 coincide since the information about the initial state of the system
is forgotten.

It is important to state that the two ensembles corresponding to the two approaches
discussed in this work are not the only two alternatives, but two of a quite broad spectrum
of possibilities. They provide however the two limiting situations: the full knowledge
and no knowledge about this distribution. There are various situations possible, when the
distribution of the particles’ positions at the intermediate time is known to some extent
or with some uncertainty, in which case the results for aging will depend on what exactly
was measured at ¢ = ¢; and what the precision of this measurement was.

Conclusions

Summarizing our findings, we have derived a general equation for the PDF of
the particle’s position in aging CTRW, corresponding to the «intermediate-time initial
condition» setup, in which the coordinate of the particle is measured at some time ¢; after
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the preparation of the system considered to take place at ¢ = 0. We were able to express
the second memory function, describing the dissolving of the initial condition, through the
memory kernel of the CTRW equation. We discussed the ensuing forms of the transport
equation for the case of CTRW with power-law waiting time distributions lacking the first
moment, as well for the equilibrating situations, where the first moment exists. We have
shown that the exact form of the corresponding equation for equilibrating walks depends
on whether the second moment of the waiting time distribution exists or not. In the first
case, the normal diffusion equation appears, in the second case, the evolution is described
by the diffusion equation with distributed-order temporal derivative and with a very slowly
dissolving second memory function following the power law. The asymptotic behavior of
the higher moments of the density profile for this case was also calculated and indicated
a slow convergence to the Gaussian behavior.

Moreover, as we tried to show, the problem of aging is a very delicate task even in
the framework of exactly solvable model of CTRW. To illustrate this we have considered
and solved another possible aging setup corresponding to the full knowledge of the PDF
of the particles’ positions at time ¢; after the preparation of the system at £ = 0. The two
setups give different predictions for the evolution of the particles density and correspond
to different experimental realizations. This shows that there is still a room for further
developments in the area. One of those is the question of the prediction of the evolution
based on an incomplete intermediate-time initial condition. This work is currently in
progress.

We would like to thank Profs. J. Klafter and E. Barkai for useful discussions. IMS
thankfully acknowledges the financial support by DF G within the SFB555 research project.
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Tocmynuna 6 peoaxyuro 13.07.2009

JIPOBHOE YPABHEHUE JU®®Y3UHU JJISI CTAPEIOIIAX
U PABHOBECHBIX CJIYYAWHBIX BJIYKIAHUN

B.FO. 3abypoaes, U.M. Cokonos

B nactosmeii pabore paccMaTpUBAarOTCs CllydaiiHble OMy)KOaHUS C HENPEPHIBHBIM

BPEMEHEM B CHUTYalMsIX, ONKMCHIBAIONINX CTapeHue npoiecca. Takhe CUTyalun BCTpeda-
IOTCSL B TOM CIIydae, €ClIi HayalbHbIe YCIOBHs M3BECTHBI HE B MOMEHT IPUIOTOBJICHHUS
cucremsl (¢t = 0), a B Gosree MO3AHHUI TPOMEXKYTOUHBIH MOMEHT BpemeHn nipu ¢ > 0. Jlst
3TOrO Clly4asi HAMH BBIBEICHO 0000LIEeHHOe ypaBHeHue auddy3un, coaepkaliee OaHo sii-
po namsiTu. TlonydyeHHOe ypaBHEHHE UCIIOIB30BAHO /ISl OIIMCAHHS BXKHOTO CIICHHAIBHOTO
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ciryuast Oy>kJaHuil B cocTosiHUU paBHOBecus. Kpome Toro, o0cysxaeHbsl 0COOCHHOCTH pas-
JUYHBIX [TOCTAHOBOK 3ajay Ajsl npobieM cyonuddysun co ctapeHHeM M MOKa3aHo, YTO
[IOBEICHUE CUCTEMBI 3aBUCHUT OT TOTO, KAK UMEHHO CTaBATCS HadaJlbHbIE YCJIOBUS B IPO-
ME)XyTOYHBI MOMEHT BPEMEHHM: 3aJaHa JIM KOOpAWHATA OJHOW YacTHLHI (OIpeAeIeHHas
M3MEpEeHneM) WU TofHast (hopMa pacrpeeneHust BEpOSITHOCTEN MOoIoKeHui yacTuil. Ta-
KM€ JBE MOCTAHOBKH 33124 BEAYT K pa3IMYHbIM MPEACKa3aHUAM O JabHEHIIEH 9BOTIOLNH
cuctemsl. llomydeHHBIH pe3ynbraT MOAYEPKUBAET BAXKHOCTH IPABHIILHOTO ONPEACIICHHUS
CTaTHCTUYECKOTO aHCaMOIs AJISl CTAPEIOLIUX CHCTEM.

Knrouesvie cnosa: Ciyqaiiaple Oy XIaHUs ¢ HETIPEPHIBHBIM BpeMeHeM, 0000IIeHHOE ypaB-
HeHue auddy3uu, crapeHue, CTaTUCTUUECKUI aHcamMOIb.

3abypoaes Bacunuii IOpvesuy — pomuics (1979) B Mockse, B 2002 rogy okoH-
yu1 VIHCTUTYT €CTeCTBEHHBIX HayK M 9KOJOTHH (B Hacrosilee BpeMs — (aKyabTeT
HaHO-, OMO-, TH)OPMAIIMOHHBIX U KOTHUTUBHBIX TexHonoruii MOTH). [To oxonua-
HUM MHCTUTYyTa pabotan B Poccuiickom HayuHoM neHTpe «KypuaroBckuii MHcTH-
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