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Abstract

The ongoing development of more powerful and controllable laser sources in the IR regime, together with the steadily increasing precision of photoelectron detection methods, has led to several unexpected findings in strong-field ionization experiments over the last decades. While a lot of attention has been paid to high energy photoelectrons resulting from interaction of a strong laser field with an atom or a molecule, there are also unresolved questions regarding the spectrum of low energy photoelectrons. We address two such spectral features, the Low Energy Structure (LES) with an energy of a few eV, and the Zero Energy Structure (ZES) with an energy in the meV range. Our treatment of the laser-driven electron dynamics is completely classical. By introducing simplifying assumptions, analytical models are obtained that reproduce the essence of the experimental features; numerical simulations, propagating the classical equations of motion, are used to support the arguments and bridge the gap between our analytical solutions and available experimental results.

Using only a well-known strong-field trajectory model, which we modify to describe motion in few-cycle laser pulses, we arrive at simple analytical estimates for the LES peak energies in short pulses. The scaling formula agrees well with numerical simulations. For comparison with experimental results additional considerations have to be made, taking the different laser intensities within the laser focus into account; this can be included in a compact way. In the end, an agreement well within the experimental accuracy is reached, so that our formula may be used for predictions in future experiments with different laser parameters or ionization targets.

Predicting the LES energies is one issue; explaining how they are formed is another. We approach the problem from a classical nonlinear dynamics viewpoint, introducing a model which allows a fully analytical treatment and agrees well with simulations. An intuitive picture emerges, where the LES results from electrons being driven back by the laser into the vicinity of the ion, and performing low energy ”soft” recollisions some 20 au away from it. The recollisions cause a caustic structure in the final momentum spectrum. Carefully separating the discussion of different aspects of this feature, which are sometimes confused in the literature, gives a unified classical view of all LES features.

The ZES caused significant interest when it was experimentally discovered a few years ago, lacking a theoretical explanation. Our treatment shows that the ZES is caused by a secondary field ionization process after the strong-field laser pulse is over; it is an effect of the weak electric field applied in the detector in order to measure the momentum of outgoing charged products. It is thus not a signature of an unknown interaction process between the driven electron and the ionic core, but of excited atomic states being populated by the laser driving. Our analytically derived scaling of the ZES momentum with the detector field is found to agree well with experimental results, supporting our understanding. The fact that it rises so strongly above the spectral background can be understood from classical dynamics - the situation is that of the Stark problem, which allows a thorough analytical treatment. Somewhat surprisingly a relevant aspect of Stark dynamics - the distribution of delay times in an ensemble of escaping trajectories - was not analyzed before, but nevertheless allow a fully analytical treatment, and in the experimental detection method gives rise to a peculiar structure that is identified as the ZES.
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Chapter 1

Introduction

One could conceivably put the birth of atomic physics to the year 1814, when Fraunhofer discovered the presence of absorption lines in the spectrum of sunlight [1], the full explanation of which was then worked out by Kirchhoff and Bunsen in 1859 [2]. The atom - hitherto only an assumed entity used for explaining chemical reactions - thus revealed its own internal properties, and while the internal structure (or even existence of such) was only clarified at the turn of the 20th century, the fact that each atom had its own characteristic optical properties led the way to studying atoms as such.

The interaction between light and matter was thus, from the earliest moment, both the central tool for studying atoms, and a physical process whose properties needed to be understood. While the work of Maxwell clarified the nature of light as an electromagnetic wave and described its relation to material (electric and magnetic) processes, the exact nature of the interaction was not clear. The arrival of quantum mechanics in early 20th century finally provided a full theoretical basis for atomic physics. A key ingredient was the description of the photoelectric effect, pointing to the quantum theory of light.

Mid-20th century atomic physics had reached a high degree of refinement in measuring atomic spectra, and theoretical explanations of all the observed levels and shifts were available, but one was still confined to bulk experiments on a large number of atoms, and a wide range of frequencies involved. The idea of coherent light, stemming from a single atomic transition, came from theoretical formulations; in particular Einstein’s prediction of stimulated emission [3] gave hopes of a powerful source of monochromatic light with a well-defined overall phase. While simple in theory, the technical challenges in reaching a higher occupation probability in higher energy levels than lower - the population inversion necessary for amplified stimulated emission - were enormous. In 1960 the device was successfully built and could amplify incoming light at a specific wavelength by many orders of magnitude, obtaining light amplification by stimulated emission of radiation - the laser.

While in itself a remarkable application of fundamental atomic physics, the importance of the laser as a tool for investigation of atoms was immediately clear, due to the unprecedented intensity, narrow frequency bandwidth, and coherence of the emitted light. The high intensities reached already by early lasers - around $10^{15}$ W/cm$^2$ within a few years of the first laser - suddenly made it possible to investigate processes that had previously only been Gedankenexper-
It was suggested by G" oppert-Mayer in 1931 that, at sufficient intensity, a system can absorb several photons at once \[4\], violating the simple energy conservation law for photoelectric transitions \[\Delta E = h\nu\]. Instead absorption of \(n\) photons gives \[\Delta E = nh\nu\]. Experimental realization of such \textit{multiphoton} processes became possible with the advent of the laser. This in turn spurred the development of theoretical models for such processes. In particular multiphoton ionization was investigated; ionization of atoms was now possible using even visible or infrared light, due to a large number of photons being involved. Early studies were concerned with the ionization probability only, however with time, ionizing atoms and then measuring the momentum spectrum of the outgoing electrons and/or ions was possible, giving more information about the physical process.

While laser intensities have increased steadily the last 30 years, the available laser pulses have become shorter and shorter - femtosecond pulses are now routine, and as a secondary process pulses of attosecond timescale can be produced. Femtophysics has revealed a lot about chemical reactions and motion of atomic nuclei in molecules - attophysics, still in its cradle, promises to do similar for the motion of electrons in atoms and molecules.

Even though the theory behind multiphoton ionization is highly developed, numerous approximations are always necessary. The process is typically in a parameter regime at the border between several different theories - partly classical mechanics, partly quantum mechanics, sometimes relativistic... The large energy ranges available make the treatment more challenging. Hence theoretical development has often been pushed by new experimental discoveries, and the attention of theorists has been called on by a sequence of surprising results.

This thesis concerns two such unexpected experimental results. The low energy structure (LES) was discovered in 2009 \[5\] under experimental conditions where common theories were thought to be valid. Its explanation as a rescattering effect was soon put forward. Several different explanations have been suggested, so that a clear consensus has not been reached on its exact origin. Meanwhile its properties under different laser pulses is only partly known, experimentally and theoretically. This thesis aims to contribute to two aspects of the low energy structure: its properties in very short laser pulses, and the detailed mechanism of its formation.

Another unexpected feature was measured in 2013 \[6\] and named the zero energy structure (ZES). In this thesis a rather complete explanation is put forward, where it results as an effect of the measurement apparatus on the system, and not some kind of unknown scattering process, as was speculated originally. While less spectacular, it still provides information about the system and merits consideration in future experiments. From a theoretical point of view, it can be studied analytically to a high level of detail, and this study even reveals some new aspects of the more than 100 years old Stark problem.

**Overview of this thesis**

In Chapter 2 the theoretical background for the remaining thesis is outlined, describing the interaction of intense laser light with atoms, the description of the laser light itself, and the different parameter regimes of strong field ionization. Tunneling ionization is taken as a basis for the following discussion, where
the breakdowns of the simple models are described: above threshold ionization (ATI), high harmonic generation (HHG), frustrated tunneling ionization (FTI) and finally the low energy structure (LES). A short survey of the LES literature is included, forming the motivation for subsequent chapters.

In Chapter 3 a classical trajectory model for the LES is introduced and its properties discussed. Emphasis is on the scaling of LES energies with the pulse length of short laser pulses, where an experimental collaboration led to the work of [7]. The model is presented along with simulations, successively introducing more realistic circumstances until a comparison with the experiment is done, showing very good agreement.

Chapter 4 and Chapter 5 are concerned with the mechanism behind the LES peaks. Extending existing models, an analytical diagonalizable model is used to reproduce qualitatively the LES features. By binding these results together with the classical trajectory model of Chapter 3, a complete analytical theory is obtained and shown to agree well with simulations. In Chapter 5 a numerical treatment of the system is used to translate the insights of the analytical model to the fully realistic situation and show how experimentally reported features are related to those of the model.

Leaving the LES, Chapter 6 discusses the zero energy structure (ZES). After presenting the hypothesis of ZES being created by the influence of the electric field of the measurement apparatus on the experimental system, a model is proposed which leads to simple scaling properties of the structure, and reduces the situation to the Stark problem. Extending the simulation method to include this process reproduces the feature in excellent agreement with the experimental results. In a collaborative work [8], the theoretical scaling was confirmed by experimental measurements. The details of the involved Stark dynamics, which can be treated fully analytically, are worked out in Chapter 7. It is seen that the ZES is a generic feature of the Stark problem, which has only now been noticed due to the novel measurement techniques.
1 Introduction
Chapter 2

High intensity laser-atom interaction

This chapter gives a short introduction to the theoretical models used in subsequent chapters for the treatment of strong field processes.

The interaction of a laser field with an atom is introduced in Section 2.1, together with the numerous assumptions and simplifications necessary in order to reduce the complexity of the real process and make the study of strong field processes feasible. Since our interest is in interaction with atoms, the simplifications are relatively easy to justify and the complicated behavior that arises in strong field processes in composite systems, like molecules or clusters, is avoided.

In Section 2.2 the properties of a laser pulse is discussed, and the spatial shape of a laser focus is treated.

The basic strong field approximation (SFA) is discussed in Section 2.3 with the two dominant ionization processes - multiphoton and tunneling - and their respective parameter regimes. The treatment is kept short since the main topic of this thesis is the dynamics after initial ionization, so that details of the highly complex - initial ionization mechanism are not crucial. Thereafter a few of the observed breakdowns of the simple SFA is introduced: high energy above-threshold ionization (ATI), high harmonic generation (HHG) and frustrated tunneling ionization (FTI). These will be related to in subsequent chapters. The focus of Chapters 3-5 of this thesis is the low energy structure (LES). A short summary of the currently available results is given in Section 2.6, forming the motivation for the detailed treatment in the following chapters.

2.1 Interaction of strong fields with atoms

The interaction of an atom with an electromagnetic field is in general a complex problem, with a wealth of phenomena resulting such as photoabsorption, AC Stark splitting of atomic levels, Lamb shift and more [9,10]. Drastic approximations are necessary in order to isolate a single effect.
### 2.1.1 Single-active-electron approximation

In the situation of a high intensity laser field, the external field is so strong that it dominates the internal structure of the atom. The interest is not in resolving single energy levels, so that treating the whole atom in the simplest possible way is often feasible. This thesis discusses exclusively the single-active-electron approximation, where the motion of an electron is governed by the hydrogenic Hamiltonian, in atomic units:

\[
H_{\text{SAE}} = \frac{(p + A(r,t))^2}{2} - \frac{1}{|r|}.
\]

The dynamics of other electrons in the atom is neglected; they serve only to screen the nuclear charge, so that the active electron moves in the Coulomb field of a singly charged ion. The nucleus is treated as fixed (at the origin) due to its high mass. \( A \) is the vector potential of the laser field; the coupling with the electromagnetic field is introduced via the minimal coupling prescription \( p \rightarrow p + A \) [11].

### 2.1.2 Dipole approximation

When dealing with light-driven processes that take place in a small region in space, use can be made of the dipole approximation

\[
A(r,t) \approx A(0,t)
\]

which brings with itself two effects:

1. The electric field \( E = -dA/dt \) has no spatial dependence, \( E = E(t) \).

2. The Lorentz force, which affects the electronic motion over the magnetic field \( B = \text{rot}\ A \), is neglected.

The first point is a good approximation if the actual field is roughly constant in the interesting region. This is often written as

\[
k \cdot r \ll 1
\]

where \( k \) is the wave vector of the incoming light and \( r \) the position vector of the system under study. For our systems we have \( |k| \sim \mu m \) while typically \( |r| \sim \text{nm} \), so the condition is well fulfilled.

The theoretical condition for the Lorentz force to be small is that the electron velocity is much smaller than the speed of light, \( v \ll c \). For long wavelength high intensity lasers this is not always fulfilled. An experimentally verified breakdown was reported in [12], at the extreme end of the laser parameters used in this thesis (intensity \( I = 6 \cdot 10^{13} \text{ W/cm}^2 \), wavelength \( \lambda = 3.4 \mu m \)). Still, the error even at these parameters was found small, and we mainly use wavelengths at or shorter than \( 2 \mu m \) where indeed \( v \ll c \). Therefore we use the dipole approximation.
2.2 Description of the laser field

2.1.3 Length gauge

Within the dipole approximation one can perform a gauge transformation [13] of the Hamiltonian by setting

\[ \chi \equiv - \mathbf{r} \cdot \mathbf{A}(t) \]
\[ A_i(t) \to A_i(t) + \frac{\partial \chi}{\partial x_i} = 0 . \]

While the vector potential vanishes in the new gauge, a scalar potential is introduced

\[ V \to - \frac{\partial \chi}{\partial t} = - \mathbf{r} \cdot \mathbf{E}(t) \]

which multiplied with the electron charge \(-1\) (atomic units) enters into the length gauge Hamiltonian

\[ H_{SAE} = \frac{p^2}{2} - \frac{1}{|\mathbf{r}|} + \mathbf{E}(t) \cdot \mathbf{r} . \] (2.1)

This makes the propagating wave of the laser appear as a time-dependent electric field. In this picture the ionization process may be seen as tunneling through a potential barrier, see Fig. 2.3. This not just gives an intuitive physical picture, but is particularly suited as a starting point for numerical simulations.

2.2 Description of the laser field

A laser pulse is an electromagnetic field. Thus it has to obey Maxwell’s equations, from which wave equations for the electric and magnetic fields can be derived [14]. Only the electric field is of interest to us, cf. Section 2.1.2. It satisfies

\[ \nabla^2 \mathbf{E}(\mathbf{x}, t) - \frac{1}{c^2} \frac{\partial^2 \mathbf{E}(\mathbf{x}, t)}{\partial t^2} = 0 \]

In this thesis we discuss linearly polarized fields only, with the polarization direction typically taken as \(z\). The simplest solutions are then plane waves, \( \mathbf{E} = F \cos(\mathbf{k} \cdot \mathbf{r} - \omega t) \mathbf{e}_z \), corresponding to a continuous wave (cw) laser field with an infinite spatial extension.

2.2.1 The laser pulse

Laser pulses are obtained by superposition of plane waves. In a physical laser system this is achieved by mode-locking of a large range of frequencies, giving pulses down to a length of a few fs [15]. For not too short pulses one typically writes, within the dipole approximation (i.e. \( \mathbf{E}(t) = \mathbf{E}(0, t) \)),

\[ \mathbf{E}(t) = F_0 g(t) \cos(\omega t + \varphi_{\text{CEP}}) \mathbf{e}_z \] (2.2)

with \( g(t) \) the pulse envelope, \( \omega \) the central frequency, \( \varphi_{\text{CEP}} \) the carrier envelope phase and \( F_0 \) the peak field strength. The exact shape of the pulse envelope of a
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Figure 2.1: Comparison of the two pulse definitions for a one and two cycle pulse (FWHM). $T = 2\pi/\omega$ is the laser period.

femtosecond laser pulse depends on the system; for theoretical treatment a few idealized $g(t)$ are in common use.

The pulse can also be defined via the vector potential:

$$A(t) = -\frac{F_0}{\omega} f(t) \sin(\omega t + \varphi_{\text{CEP}}) e_z$$  \hspace{1cm} (2.3)

from which the electric field is found as

$$E(t) = -\frac{dA}{dt}.$$  \hspace{1cm} (2.4)

For pulses longer than a few cycles $f(t) \approx g(t)$.

Whatever theoretical model is used, it is necessary that

$$\int_{-\infty}^{\infty} E(t) dt = 0.$$  

This corresponds to a vanishing first Fourier coefficient, i.e. the field contains no DC component. If one builds up the pulse in the frequency representation, as is done in real laser pulses by combining frequencies, this is automatically enforced since a constant field is not a solution of the Maxwell equations, but for theoretical pulses constructed from Eq. (2.2) care is necessary.

We will consider two specific pulse shapes:

**Gaussian**

The Gaussian pulse is defined as

$$A(t) = -\frac{F_0}{\omega} \exp \left\{ -2 \ln 2 \left( \frac{t}{\tau} \right)^2 \right\} \sin(\omega t - \varphi_{\text{CEP}})$$  \hspace{1cm} (2.5)

$\tau$ is the full width at half maximum (FWHM), i.e. the duration when the intensity $I = cF^2$ is larger than half its peak value.
2.2 Description of the laser field

Derivative Gaussian pulse

An alternative, related, pulse definition, which we name here a "derivative Gaussian", is given by [16]

\[
A(t) = \frac{F_0}{\omega^2} \frac{d}{dt} \left[ \exp \left\{ -2 \ln 2 \left( \frac{t}{\tau} \right)^2 \right\} \cos(\omega t - \varphi_{\text{CEP}}) \right].
\] (2.6)

By defining the vector potential as the derivative of a Gaussian function, trajectory models (see Section 3.4) lead to very compact expressions. The difference between Eq. (2.5) and Eq. (2.6) is visible for a FWHM of \( \tau = 1T \) but hardly noticeable for \( \tau = 2T \); cf. Fig. 2.1. For longer pulses it is negligible.

2.2.2 Spatial shape of the laser focus

In vacuum the spatial and temporal variation of the field envelope can be separated. The presence of a propagation medium may destroy the separation by dispersion and the optical Kerr effect, leading to self-focusing and other nonlinearities [17]. Strong-field experiments take place at low densities where the separation is an excellent approximation.

In order to reach the necessary intensities the laser beam is focused down to a small fraction of its initial area. It is important in all considerations of experiments that the target (in our case, a cloud of atoms) is typically much larger than the focal spot size, so that different parts are hit by different intensities. The experimental measurement will not take place at a definite intensity, but is the result of an average of measurements at the different intensities present in the focus.

Theoretically the spatial shape of a focused beam is described by a specific solution of Maxwell’s equations, the TEM\(_{00}\) Gaussian beam (not to be confused with the Gaussian temporal shape discussed in Section 2.2.1). Its intensity distribution close to the focus is, in the paraxial approximation, [17]

\[
I = \frac{I_0}{1 + (z/z_R)^2} \exp \left( -\frac{2\rho^2}{w_0^2[1 + (z/z_R)^2]} \right)
\] (2.7)

where the focal spot is at the origin and \( z_R \) is the Rayleigh length defined by

\[
z_R = \pi w_0^2 / \lambda
\]

with \( w_0 \) the beam waist and \( \lambda \) the wavelength. \( z_R \) gives the distance along the \( z \)-axis where the intensity has reduced to half its maximum value \( I_0 \); \( w_0 \) is the width of the radial Gaussian distribution at \( z = 0 \). See Fig. 2.2.

For each intensity \( I_1 \) the focal volume with intensity higher than \( I_1 \) is given by

\[
V(I > I_1) = \int \pi \rho^2(z) dz
\]

with \( \rho(z) \) given implicitly by Eq. (2.7) for \( I = I_1 \) and integration limits

\[
z = \pm z_R \sqrt{I_0/I_1 - 1}
\]

which gives [18, 19]
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\begin{equation}
V(I > I_1) = \pi w_0^2 z_R \left( \frac{4}{3} \beta + \frac{2}{5} \beta^3 - \frac{4}{3} \arctan \beta \right)
\end{equation}

where \( \beta = \sqrt{(I_0 - I_1)/I_1} \). This is a steeply dropping function, meaning that the volume where the highest intensities are reached is relatively small.

The differential relative volume of each isointensity shell is given by

\begin{equation}
dV = \frac{\pi}{3} w_0^2 z_R (2I + I_0)(I_0 - I)^{1/2} I^{-5/2} dI
\end{equation}

which is 0 at \( I_0 \) and rapidly increases as \( I \) decreases.

For a process giving a measurement outcome \( x \) with some intensity dependent probability \( w(x, I) \), the measured probability for \( x \) from the whole focus will be:

\begin{equation}
w(x) = \int w(x, I) \frac{dV}{dI} dI
\end{equation}

Even for a process strongly dependent on intensity, like tunneling, the focal volume of somewhat lower intensities is typically so large that they also contribute significantly to the observed process. Averaging over the intensities in the focus, by Eq. (2.9), is then necessary in comparing theory with experimental results.

2.3 Strong field physics

In this thesis we are mainly interested in mid-infrared laser fields interacting with single atoms. Experimentally the recent drive has been towards shorter and more precisely controlled pulses [20–22], and more refined measurement techniques [23]. The theoretical treatment of ionization of an atom by high intensity radiation is a rich field, still under development [24–26]; due to the large energy ranges and time scales involved, approximations are necessary that may be valid only in certain parameter ranges or for a part of the whole dynamics.
2.3 Strong field physics

2.3.1 General overview

The first step is often to treat a zero-range potential, so that the effect of the Coulomb potential is neglected outside the origin, where the initial state is located. This was done already by Keldysh [27] and subsequently refined by Faisal [28] and Reiss [29,30], together giving name to the KFR method. Keldysh identified the adiabaticity parameter that bears his name

$$\gamma \equiv \sqrt{\frac{I_p}{2U_p}} = \omega t_{\text{barrier}}$$

where $I_p$ is the ionization potential (negative bound state energy) and $U_p$ is the ponderomotive energy; for linear polarization

$$U_p = F^2 / 4\omega^2.$$ 

$t_{\text{barrier}}$ was defined by Keldysh as the time a classical particle would spend in the barrier region [27]. The two equivalent definitions of $\gamma$ thus have different physical meaning: one compares the energy scale of the laser driven motion to that of the bound state, the other the typical time scale of ionization to the time scale of the oscillating laser field, leading to the interpretation of $\gamma$ as a measure of the adiabaticity of the process. $\gamma$ is used to distinguish between two parameter regimes, each with its own physical interpretation [24, 31, 32]:

$\gamma \gg 1$: Multiphoton

A large value $\gamma \gg 1$ means that the laser field strength is changing rapidly compared to the typical timescale of the ionization process, so that ionization takes place through "shake-up" of the electron energy. The laser field acts as a periodic driving force, successively giving energy to the system. The photon energy is rather high, meaning that a few photons are enough to ionize the atom. More photons than necessary can be absorbed; this is known as above-threshold ionization (ATI). The momentum spectrum typically consists of rings ("ATI rings") at constant energy, each corresponding to a definite photon number.

$\gamma \ll 1$: Tunneling

A different physical picture is valid when $\gamma$ is small, $\gamma \ll 1$. The laser is then slowly varying with respect to the bound state dynamics, so that the bound state can follow the change of the laser field adiabatically. Ionization proceeds either by tunneling through the barrier (Fig. 2.3) or, for even stronger fields, by classical over-the-barrier motion [33].

<table>
<thead>
<tr>
<th>Multiphoton</th>
<th>Tunneling</th>
</tr>
</thead>
<tbody>
<tr>
<td>High $\omega$</td>
<td>Low $\omega$</td>
</tr>
<tr>
<td>Periodic driving $F(t) \sim \cos \omega t$</td>
<td>Adiabatic ionization $F(t) \sim F_0$</td>
</tr>
<tr>
<td>$\gamma \gg 1$</td>
<td>$\gamma \ll 1$</td>
</tr>
<tr>
<td>Discrete peaks in energy spectrum</td>
<td>Continuous energy spectrum</td>
</tr>
</tbody>
</table>

Table 2.1: Comparison of the two extreme cases of pure multiphoton vs. pure tunneling ionization.
Figure 2.3: Illustration of the tunneling process. \( I_p \) is the ionization energy of the atom. As the Coulomb tails are "bent down" by the laser field, an electron can tunnel out. Half a cycle later, tunneling occurs in the opposite direction.

Much of the experimental work is done in a regime where \( \gamma \approx 1 \) and none of the pictures is entirely valid. While the KFR formulation can deal with any \( \omega \) and give reasonable results, efforts to improve the result by including the effect of the Coulomb force of the ion on the escaping electron have not been very successful [34]. The tunneling picture can be used as a starting point for numerical simulations, classical or semiclassical, since the tunneling process gives a well defined exit point and exit time, which can be used as initial conditions in a simulation. In this thesis we use the tunneling picture in this way, while keeping in mind that the momentum distribution of a real system contains features depending on the number of photons involved, which are not reproduced by the model and hence do not show up in the simulation. This is especially true for wavelengths below 1 \( \mu \)m. The rather continuous transition from a tunneling to multiphoton regime, that can be seen in theory [31,35,36] and experiments [37], shows that the discrete features evolve gradually as an additional structure on top of a background which is largely determined by the tunneling result.

### 2.3.2 Tunneling ionization

A small \( \gamma \) means that the field changes slowly on an atomic time scale. Hence one can assume that the atom follows this change adiabatically, and that there is no transfer of energy from the field to the atom prior to tunneling.

The tunneling rate for a hydrogenic atom with a ground state energy \( E = -I_p \) in a constant field is well known [38]

\[
\dot{w}(F) = \frac{4}{F} \exp\left(-\frac{2}{3F}\right).
\]

(2.10)

where the reduced field strength is defined as

\[
F \equiv F/(2I_p)^{3/2}.
\]

The typical tunneling behaviour of all systems is contained already in Eq. (2.10). The dominating influence comes from the exponential dependence on \( 1/F \), giv-
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Figure 2.4: Photoelectron momentum spectrum from PPT theory, on a logarithmic color scale, for a laser intensity of $I = 10^{14}$ W/cm$^2$ and wavelength of $\lambda = 2 \mu$m.

ing a sharply peaked ionization probability at the maximum field strength of a laser pulse.

The tunneling in an alternating field, like that of a laser, was the subject of Keldysh’s original paper [27]. The theory for realistic atoms and different ranges of $\gamma$ was soon afterwards developed, with a highly accurate tunneling rate given in the influential PPT papers [39, 40]

$$w_{lm} = (2l_p)^3 \sqrt{\frac{3}{\pi}} (2l + 1) \frac{(l + m)!}{2^m m!(l - m)!} C_{\kappa l} 2^{2n^* - m}$$

$$\cdot F^{-m + 1.5 - 2n^*} \exp \left\{ - \frac{2}{3F} \left( 1 - \frac{1}{10} \beta^2 \right) \right\} \quad (2.11)$$

which with minor adjustments is also known as the ADK tunneling rate [31, 41]. $n^*$ is the effective principal quantum number, $l$ and $m$ the azimuthal and magnetic quantum numbers, respectively, and $C_{\kappa l}$ the asymptotic coefficient of the atom wave function [42]. This gives the cycle-averaged tunneling rate; instantaneous rates are given in e.g. [43]. Note that the relative weight of different field strengths is contained in the second row of Eq. (2.11), while the first only gives a state-dependent prefactor.

The final momentum of the tunneling electron parallel to the polarization axis is, for a zero-range potential, given directly by the vector potential at the tunneling instant $p_z = -A(t')$ (see further Section 3.2). The probability distribution for the momentum perpendicular to the polarization axis can also be found from tunneling theory, so that the final photoelectron momentum spectrum is obtained. For Eq. (2.11) as $\gamma \rightarrow 0$ it takes the form [41]

$$w(p) = w(0) \exp \left\{ - \left( \frac{\omega^2 (2l_p)^{3/2}}{3F^3} p_0^2 + \frac{(2l_p)^{1/2}}{F} p_\perp^2 \right) \right\}$$

where

$$w(0) = C_{\kappa} \frac{\omega^2}{\pi^2 F} \left( \frac{F}{2} \right)^{-2n^*} \exp \left( - \frac{2}{3F} \right)$$
Due to cylindrical symmetry around the polarization axis, which we choose as $z$, we can integrate over all azimuthal angles and get the distribution in cylindrical coordinates $(p_{\phi}, p_z)$. This momentum spectrum is plotted in Fig. 2.4.

The remainder of this thesis is concerned with dynamics after the tunneling event, manifesting themselves in the final momentum spectrum as modifications of the basic picture of Fig. 2.4.

### 2.4 High energy rescattering effects

While the tunneling and multiphoton pictures give a good first description of the overall shape of the momentum spectrum of measured photoelectrons, completely neglecting the Coulomb potential after initial escape from the atom is insufficient for explaining several observed phenomena.

The first serious breakdown was measured in 1979 [44, 45], where photoelectrons with energies up to around $10U_p$ were measured after tunnel ionization in a linear polarized laser field. From the strong field approximation alone, a maximum energy of around $2U_p$ is expected. The explanation was possible in a classical electron trajectory picture [24, 46]. After tunneling, the electron is moving freely driven by the electric field of the laser. It follows directly from Newton’s 2\textsuperscript{nd} law that

$$E(t) \sim \cos \omega t \implies z(t) \sim \cos \omega t + v_d t$$

since $\ddot{z}(t) = -E(t)$. This model is discussed in detail in Section 3.2. The electron performs harmonic oscillations but can, due to the linear term coming from the constant drift velocity $v_d$, recollide with the ion at any time during the cycle. From the model results the maximum energy at recollision [47]:

$$E = 3.17U_p .$$

In a theoretical head-on collision, the momentum of the electron is reversed. It then continues the oscillating motion but with a new $v_d$. The maximum possible final energy turns out to be [46]

$$E_{\text{max}} = 10.007U_p .$$

Lower energies are about equally probable, so that a plateau is formed in the energy spectrum; the so-called ATI plateau [48]. The cross section for the recollision is very small, so that the plateau is only visible on a logarithmic scale spectrum; above $2U_p$, where there are almost no direct electrons, it is however the dominant spectral feature.

If there is recollision, there is also the possibility of recombination, where the electron recombines with the ion to form a neutral atom. The excess energy is released by emission of a single photon. Since the photon frequency is a multiple of the frequency of the incoming laser, corresponding to a certain number of photons absorbed by the system during the driven motion [49], the process is called high harmonic generation (HHG). It can be described by the so-called three-step model (1: tunneling, 2: driven motion, 3: recombination). The photon energy is limited by $3.17U_p$ [47, 50]. Since $U_p$ can reach up to hundreds of eV, the photon is typically in the XUV or X-ray range. This novel method of obtaining highly energetic photons from a table top laser system was first
2.5 Frustrated tunneling ionization (FTI)

realised in 1981 in plasmas [51] and 1987 in atoms [52], and has since become a standard method. It is the method used in obtaining attosecond XUV pulses [53].

After tunneling out of the atom, the electron performs driven oscillatory motion in the laser field. If its drift momentum \( v_d \) is high it escapes quickly from the vicinity of the ion, but if it is small, it returns close to the ion several times during the oscillations, so that the Coulomb field can have a strong influence on the motion. If the laser pulse is short, the electron may not gain enough energy ever to leave the ion, and is instead trapped in a, typically highly excited, bound orbit. The result of the tunneling process is not ionization, but excitation of the atom to an excited state.

The experimental evidence for this process was first obtained in 2008 [54], where it was named frustrated tunneling ionization (FTI). Performing an experiment where tunnel ionization occurred, the yield of neutral highly excited atoms was measured after the laser pulse was over. It was seen that there were indeed excited atoms present. Numerical simulations showed that the spectrum had a sharp increase at \( n = 6 \), and the distribution \( p(n) \) then rapidly dropped to 0 for smaller \( n \). The threshold value \( n = 6 \) could be explained by considering that oscillations occur with amplitude \( F/\omega^2 \) (see further Section 3.3), so that an electron with vanishing drift momentum ends up at this distance from the ion, giving the minimum possible energy \( -\omega^2/F \) due to the Coulomb potential.

The high Rydberg states are stable after excitation, due to the period of the orbits being much longer than the laser period [55,56]; this is reminiscent of the stabilization phenomenon observed at XUV wavelengths [57]. The transition between FTI excitation and ATI is illustrated in [58].

The recapture of electrons was subsequently used to explain the "double-hump" structure of longitudinal momentum spectra [59–61]. In contrast to the tunneling expectation, where there is a maximum in the spectrum in the polarization direction at zero longitudinal momentum given by Eq. (2.11) and visible in Fig. 2.4, there is a dip for the smallest momentum. This is caused by electrons with small drift momentum during the laser pulse being captured after it, so they never escape [56]. While other electrons lose momentum on the way out and partly fill up this range of the momentum spectrum, there is still a net loss in probability, giving the local minimum around \( p_z = 0 \).

2.6 The low energy structure (LES)

In 2009, another breakdown of the SFA was reported, called the low energy structure [5].

The authors performed strong field ionization experiments with several different targets (noble gas atoms and diatomic molecules). The photoelectron spectrum was measured in the forward direction, i.e. along the laser polarization axis with a small opening angle around it. A significant peak was seen at an energy of a few eV; the ponderomotive energy was \( U_p \approx 30 \) eV. The peak was present for all different targets, pointing to a universal mechanism.
Figure 2.5: Calculated distribution of excited state population after the laser pulse, from [54].

Figure 2.6: The low energy structure as a peak at a few eV, indicating a prominent breakdown of the KFR prediction. Measurements for argon atoms, nitrogen and hydrogen molecules. Inset shows the high energy ATI plateau formed by rescattering electrons. From [5].
energy was seen to depend on the Keldysh parameter roughly as $E_H \sim \gamma^{-1.8}$.

The wavelength was also altered; a wavelength of 0.8 \textmu m did not give a visible LES. Instead the ATI peaks associated with different number of participating photons dominate the spectrum. Hence it seemed necessary to be in the tunneling regime with $\gamma < 1$ for a clear LES to develop.

TDSE calculations were performed and agreed well with the experimental LES. This strongly indicated that some rescattering was responsible for the structure, since it is neglected in the SFA but present in the full problem. While the Coulomb potential could explain the shift of low energy electrons due to the FTI, it was expected to have a smooth influence and not give a pronounced, well defined peak at small positive energy.

Soon afterwards the experimental findings were confirmed \cite{62}. In this experiment a possible second peak was observed close to zero. The experiment was compared to a semiclassical CTMC simulation similar to that described in Appendix C, and an agreement was found for wavelengths longer than $\lambda \approx 1.2$ \textmu m. Hence a pure quantum effect was ruled out, so that the LES seemed to be a classical recollision effect.

A number of theoretical investigations followed. In \cite{63} a classical analysis was used, drawing the conclusion that the LES is due to a focusing of transverse momenta into the forward direction, so-called Coulomb focusing \cite{64}. The authors analyzed the different kind of trajectories that contribute to the LES, but the actual mechanism behind the focusing was not further clarified.

\cite{65} used a semiclassical approach based on quantum orbits, that extends the strong-field approximation taking Coulomb effects into account. The idea behind the model is to use classical trajectories, including the Coulomb field, and including a quantum phase which is accumulated along the orbit. The final momentum distribution shows quite good agreement with TDSE results, with the additional advantage that an intuitive picture of the motion can be obtained from the classical trajectories used. (In a pure quantum treatment the trajectory concept loses its meaning.) The authors identified a caustic structure in the 2D momentum spectrum, identified this with the LES, and identified the type of trajectories responsible. Like \cite{62} they stressed the importance of transverse focusing in the caustic formation.

The role of the asymptotic Coulomb potential was investigated in \cite{66}, which serves to complete the picture but does not by itself explain the observed LES features.

In \cite{67} the LES peak momenta were shown to result directly from the classical trajectory model. Not just a single peak, but several peaks were predicted with definite momenta. The scaling with laser wavelength and field strength was shown to result immediately from the model. Furthermore, a mechanism behind the actual peak formation was suggested. This is based on so-called "soft recollisions" at odd number of half-periods, happening around 20 au distance from the ion, resulting in a "bunching" of longitudinal momenta. The mechanism was shown to give a pronounced peak in the longitudinal spectrum. In contrast to \cite{65} and \cite{63}, the longitudinal momentum was identified as the significant one for LES formation. In \cite{68}, the same authors investigated the short pulse characteristics of the LES, indicating the CEP dependence of the LES and supporting the proposed recollision model.

\cite{69} stressed the two-dimensional characteristic of the LES, and showed using CTMC simulations that a caustic-like structure was also visible when not
measuring final 2D momentum, but instead final energy and angular momentum. This sheds light on the physical process, but does not immediately translate to experiments since the angular momentum of the escaping electron is not a measurable quantity. The model was further elaborated in [70] and compared to TDSE and Coulomb-corrected SFA calculations.

[71] reported another experiment where the LES was resolved. In particular the peak at low energies was stressed, given the name VLES (very low energy structure). Classical simulations reproduced the observed structures. [72] further investigated the scaling properties and relation to the ATI peaks, using a quantum S-matrix treatment with scattering included to the lowest order.

The last years saw an increase in measurement precision, with fully resolved 2D momentum spectra being published [22, 73]. The LES was thus confirmed as occurring not only on the forward polarization axis, but as an increase in probability along a range of perpendicular momenta.

2.7 Final remarks

This chapter has given a short overview of strong field ionization of atoms. The general theory has been outlined, and the specific laser pulse shape and focal intensity distributions that will be used in this work have been described.

There are still many interesting open questions regarding the tunneling process (the question of tunneling time being at the moment the most debated one) and the transition to the multiphoton regime. The model described here is in many ways the simplest one possible, but is, together with numerical simulations, very powerful in explaining experimental results.

The focus of this thesis is the classical dynamics after tunneling, in the combined field of the ion and the laser. The details of the ionization probability will not severely affect the results presented, and therefore the somewhat pedestrian approach we take to the tunneling event is justified.
Chapter 3

The LES trajectory model

The appearance of the low energy structure (LES) has often been reproduced by considering the classical motion of the electron after tunneling [62, 63, 67]. Due to its appearance in classical trajectory simulations, it clearly is a classical effect, with quantum effects only slightly modifying the final result, at least for wavelengths $\lambda > 1 \, \mu m$. For shorter wavelengths single photon effects, the ATI rings, increasingly dominate the spectrum. [62, 74, 75].

In this chapter the trajectories and the recollision effects are treated in a simplified way, that has been found a useful approximation for finding the properties of the LES, and for intuitive understanding of the process. The discussion concerns what could be called a "classical strong field approximation", where the dynamics is treated completely classically and the Coulomb field is neglected after tunnel ionization. It is also known as the simple man’s model [76, 77]. The ensuing dynamics is that of the celebrated three-step model for high harmonic generation (see Section 2.4).

From this model a series of LES peak energies are obtained, giving a first approximation to where in the spectrum the peaks are formed. The question of how they are formed is beyond the three-step model. It is discussed in detail in Chapter 4 and 5.

The model and resulting dynamics is presented in Section 3.1 and Section 3.2. To introduce the essential parts of the model, Section 3.3 discusses continuous wave laser fields only. The interesting modifications in pulses - in particular short ones - is discussed in detail in Section 3.4. A comparison with experiment is done in Section 3.5 together with a description of additional considerations that need to be taken into account.

3.1 LES three-step model

The LES can be described as a three-step process:

1. Tunnel ionization close to the field maximum.

2. Driven dynamics in the laser field alone (Coulomb field neglected).

3. Recollision with low energy - interaction gives visible low energy structures in final electron momentum.
The three-step model starts with a tunneling event, where the electron is separated from the ion. The central idea is that the effect of the interaction between the ion and the electron is only taken into account in the first and final step, which are both instant in time. The time dynamics is contained in the second part, where neglecting the Coulomb field gives a significant simplification, to the extent that the motion is given by analytical expressions. The initial tunneling step is well investigated, cf. Section 2.3.2.

In this chapter, the second step will be treated in detail. In Chapter 4 the third step is addressed.

The time evolution of trajectories treated here is identical to that used in the three-step HHG model (cf. Section 2.4). The only difference is the rescattering condition (3rd step) - while HHG/ATI assumes a high energy recollision, we look for low energy recollisions.

### 3.2 Classical strong field dynamics

Simply neglecting the Coulombic term in the full Hamiltonian Eq. (2.1) yields:

\[
H_{SFA} = \frac{p^2}{2} + r \cdot E(t).
\]

The classical trajectory of the electron follows from Newton’s second law \( F = m \ddot{r} \). The only force acting on the electron is the laser field \( E(t) \). In atomic units

\[
\ddot{r}(t) = -E(t) \\
\dot{r}(t) = v_0 - \int_{t_0}^{t} dt' E(t') = v_0 + A(t) - A(t_0) \\
r(t) = r_0 + (t - t_0)(v_0 - A(t_0)) + \int_{t_0}^{t} dt' A(t')
\]

(3.1)

where \( v_0 \) is the initial velocity and \( r_0 \) the initial position. \( A \) is the vector potential, cf. Eq. (2.4). The initial conditions must be obtained from the treatment of the ionization process. In the tunneling case, they are commonly taken as

\[
r_0 = 0 \\
v_{0,\parallel} = 0 \quad \text{in the polarization direction}
\]

Perpendicular to the polarization direction, \( v_{0,\perp} \) can take any value. Motion in this direction is trivial since no force is acting.

The trajectory picture is very simple: perpendicular to polarization, the electron moves away with constant velocity. Parallel to the polarization, it performs oscillating motion due to the laser driving, plus a constant drift motion given by the vector potential at the tunneling instant. This drift momentum \( v_d = -A(t_0) \) is what remains after the laser pulse is over, and what is measured as an outgoing momentum at the detector. The first question we want to answer is: for which \( v_d \) is a low energy rescattering possible?
3.3 LES trajectories in a continuous wave laser

We first study the trajectories under a continuous wave (cw) laser, i.e. \( g(t) = 1 \) in Eq. (2.2). This can be thought of as the limiting case of a very long laser pulse, compared to the period. As will be shown below the results for time-limited pulses converge to the cw results, and the driven motion by the laser is very well approximated by the cw description for pulses of more than about 10 cycles length; already for a 4 cycle pulse the quantitative agreement is quite good.

In a cw laser the vector potential Eq. (2.3) simplifies to

\[
A(t) = -\frac{F}{\omega} \sin \omega t e_z
\]

since the CEP is not defined for a cw laser and can be taken as 0. The trajectories Eq. (3.1) take the form

\[
\dot{z}(t) = \frac{F}{\omega} (\sin \omega t_0 - \sin \omega t) \\
z(t) = \frac{F}{\omega^2} \left( (\omega t - \omega t_0) \sin \omega t_0 + \cos \omega t - \cos \omega t_0 \right) .
\]  

(3.2)

A recollision occurs when, for some \( t_1 \)

\[
z(t_1) = 0 .
\]

For the recollision to give a low-energy feature, it is expected that the electron has low energy at the recollision instant. Although the energy may change drastically at a recollision very close to the ion, such collisions are almost chaotic, and give a broad range of final energies, including the ATI plateau (Section 2.4). They will not contribute significantly to the low energy spectrum. One can therefore expect that the low energy features stem predominantly from electrons with low velocity at recollision, i.e.

\[
\dot{z}(t_1) = 0 .
\]

These two conditions inserted into Eq. (3.2) give

\[
0 = \sin \omega t_0 - \sin \omega t_1 \implies \omega t_1 = 2n\pi + \omega t_0 \text{ (VLES)} \quad \text{or} \quad \omega t_1 = (2n + 1)\pi - \omega t_0 \quad \text{(LES)}
\]

\[
0 = (\omega t_1 - \omega t_0) \sin \omega t_0 + (\cos \varphi_1 - \cos \omega t_0) \implies \sin \omega t_0 = \frac{2 \cos \omega t_0}{\omega t_1 - \omega t_0} .
\]

There are two types of recolliding trajectories, which we call the LES type viz. the VLES type. See figure Fig. 3.1.

Since ionization takes place close to the field maximum, \( t_0 \) is small so we use \( \sin \omega t_0 \approx \omega t_0, \cos \omega t_0 \approx 1 \), and further set the denominator \( \omega t_1 - \omega t_0 \approx \omega t_1 + \omega t_0 \) in the LES case. We then get the trajectory conditions [67]

\[
t_0 = \frac{1}{(n + 1/2)\pi} \quad \text{n}^{\text{th}} \text{ order LES trajectory}
\]

\[
t_0 = 0 \quad \text{VLES trajectory}
\]

(3.3)
Figure 3.1: The motion in the polarization direction of the first three LES trajectories, and the VLES trajectory, as functions of time. $T = 2\pi/\omega$ is the laser period. Arrows indicate the rescattering events given by Eq. (3.4).

The recollision event for these trajectories takes place close to

\[ t_1 = (2n + 1)\frac{\pi}{\omega} \quad \text{odd number of half cycles} \]
\[ t_1 = 2n\frac{\pi}{\omega} \quad \text{even number of half cycles} \quad (3.4) \]

and their respective drift momenta are [67]

\[ p_z = \frac{F}{\omega} \frac{1}{(n+1/2)\pi} \quad \text{n\textsuperscript{th} order LES trajectory} \]
\[ p_z = 0 \quad \text{VLES trajectory.} \quad (3.5) \]

The LES trajectories form a series, with the recollision taking place after an odd number of half-cycles. As the order of the recollision increases the ionization takes place closer to the field maximum, giving a smaller drift momentum. This is seen in Fig. 3.1 where the position $z$ is plotted as function of time $t$, in scaled variables. The drift momentum corresponds to the average slope of the trajectories, which decreases for each higher order.

The VLES condition allows one trajectory only, which recollides after each full cycle. Its drift momentum is 0. Even though it is thus impossible to detect directly since it will be captured in the FTI process (Section 2.5), they still play a role during the laser-driven dynamics, and trajectories close to the VLES one may participate in the interaction with the core and nevertheless escape.

The energy of the LES peaks of Eq. (3.5) scale with the pondermotive energy $U_p$. Although initially the experimental scaling $E_{\text{LES}} \sim \gamma^{-1.8}$ was reported [5], the scaling $E_{\text{LES}} \sim \gamma^{-2} \sim U_p$ now seems established [71] and is further supported by the work presented in Section 3.5 and [7].

The final energy, which is recorded experimentally, is always slightly lower than that predicted by the trajectory model. This is due to the dynamics after recollision, when the electrons have to escape from the Coulomb field.
3.4 LES trajectories in a short pulse

In a short laser pulse the recollision conditions Eq. (3.3) must be modified. The shorter the pulse gets, the more does the final momenta deviate from those of Eq. (3.5). The pulse length and CEP dependence of the LES was initially studied for short pulses in [68], while a full treatment of the scaling properties for different pulse lengths and comparison with experiment was done in [7]. Here we discuss these results.

3.4.1 Recollision trajectories

One can intuitively understand how the drift momentum changes qualitatively when going from a cw field to a pulsed field, especially for $\varphi_{\text{CEP}} = 0$. The ionization will be increasingly centered around the center cycle within the pulse, since the tunneling rate depends exponentially on the field strength and this decreases towards the beginning and end of the pulse. For a few-cycle pulse, considering ionization only from the cycle in the pulse center is a good approximation. A VLES trajectory ionized at $\varphi = 0$ no longer returns to the core after one full cycle - the decreasing field does not drive it all the way back to the ion. For a return and subsequent low energy rescattering, giving a VLES structure, it needs a certain non-zero drift momentum. The shorter the pulse, the faster it needs to move in order to return to the core. For a LES trajectory the reasoning is similar, but works in the opposite direction: the pulse does not offset the electron as far from $z = 0$ as a cw laser, meaning that it needs to move slower than the cw LES electron. See Fig. 3.2.

The total offset from $z = 0$, by motion in the laser alone, at time $t_1$ is given by

$$\Delta z = \int_{t_0}^{t_1} A(t) dt .$$

The drift momentum have to compensate this motion exactly for a return to the origin at $t_1$, so that

$$p_z = \frac{\int_{t_0}^{t_1} A(t) dt}{t_1 - t_0} .$$

(3.6)
An appealing interpretation of this expression is that the drift momentum must be exactly equal to the time-averaged momentum of the laser-driven motion, with opposite sign.

In contrast to the cw case, the VLES is no longer degenerate with the order of rescattering - returning to the core after \(N\) cycles does not give the same VLES momentum as a return after \(N + 1\). The splitting is however small and could not be resolved in simulations. Furthermore, ionization at different peaks of the laser field now gives different values for the LES/VLES momenta, where the center peak is expected to dominate strongly for short pulses due to the exponential ionization yield. For a long pulse on the other hand, this effect is weaker as all peaks converge to the cw ones. In an experimental situation resolving these "side-peaks" seems difficult as of now, and the result of this intermediate-length pulse effect is an overall broadening of the LES peaks.

In the two following sections we will use Eq. (3.6) for the two specific pulse shapes of Section 2.2.1 and derive the momenta of the LES and VLES. The Gaussian pulse is chosen for its realism and wide use in simulations, while the derivative Gaussian pulse is chosen since it gives very simple analytical expressions. The difference is shown to be negligible for pulse lengths exceeding 2 cycles, pointing to the universal nature of the scaling introduced here.

### 3.4.2 Gaussian pulse

The vector potential is taken to have a Gaussian shape Eq. (2.5) To allow for an analytical estimate, we assume that recollision takes place according to Eq. (3.4); for a Gaussian pulse this is a good approximation even when \(\tau \approx 1\). The recollision momentum condition is given by inserting Eq. (2.5) into Eq. (3.6)

\[
p_z = \frac{F_0}{\omega} \frac{1}{\varphi_1 - \varphi_0} \int_{\varphi_0}^{\varphi_1} \exp \left\{ -2 \ln 2 \frac{(\varphi + \varphi_{\text{CEP}})^2}{\omega^2 \tau^2} \right\} \sin \varphi d\varphi
\]

where we change the integration variable to \(\varphi = \omega t - \varphi_{\text{CEP}}\). Since tunneling occurs close to \(A(t) = 0\), the integration limits are approximated as \(\varphi_0 = 0\), \(\varphi_1 = 2n\pi\) for the \(n^{\text{th}}\) VLES and \(\varphi_1 = (2n + 1)\pi\) for the \(n^{\text{th}}\) LES.

Using the integral identity [78]

\[
\int e^{-ax^2} \sin bx dx = \frac{\sqrt{\pi}}{2\sqrt{a}} e^{-b^2/4a} \operatorname{Im} \left\{ \frac{2ax + ib}{2\sqrt{a}} \right\}
\]

we obtain

\[
p_z = \frac{F_0}{\omega} \frac{1}{\varphi_1} \frac{\sqrt{\pi}}{2\sqrt{a}} e^{-1/4a} \operatorname{Im} \left\{ \frac{2a(\varphi_1 + \varphi_{\text{CEP}}) + i}{2\sqrt{a}} \right\} \operatorname{erf} \left\{ \frac{2a(\varphi_1 + \varphi_{\text{CEP}}) + i}{2\sqrt{a}} \right\} - \operatorname{erf} \left\{ \frac{2a\varphi_{\text{CEP}} + i}{2\sqrt{a}} \right\}
\]

\[
a = \frac{2 \ln 2}{\omega^2 \tau^2}.
\]

### 3.4.3 Derivative Gaussian pulse

Using the alternative pulse definition Eq. (2.6) one similarly gets

\[
p_z = -\frac{F_0}{\omega} \frac{1}{\varphi_1} \exp \left\{ -a(\varphi_1 + \varphi_{\text{CEP}})^2 \right\} \cos \varphi_1 - \exp \left\{ -a\varphi_{\text{CEP}}^2 \right\}
\]

(3.8)
3.4 LES trajectories in a short pulse

Experimentally the pulse length $\tau$ is typically expressed as a number of cycles $k$, i.e., $\tau = 2\pi k/\omega$. Using this we get $a = 2\ln 2/4\pi^2 k^2$. For the $n^{th}$ order LES we have $\varphi_1 = (2n + 1)\pi$ so that we can express Eq. (3.8) as

$$p_z = \zeta(k, n, \varphi_{\text{CEP}})p_\infty$$

where

$$\zeta(k, n, \varphi_{\text{CEP}}) = \frac{1}{2} \left( \exp \left( -\ln \frac{\ln 2\varphi_{\text{CEP}}}{2(k\pi)^2} \right) + \exp \left( -\ln \frac{\ln 2(2n + 1 + \varphi_{\text{CEP}}/\pi)^2}{2k^2} \right) \right)$$

$$p_\infty = \frac{F_0}{\omega} \frac{1}{(n + 1/2)\pi}$$

(3.9)

The effect of the pulse is an overall shift to lower momenta, entering as a factor $\zeta$ to be multiplied with the asymptotic result $p_\infty$ of a cw field.

For $\varphi_{\text{CEP}} = 0$ Eq. (3.9) takes the simpler form

$$\zeta(k, n, 0) = \frac{1}{2} \left( 1 + \exp \left( -\ln \frac{\ln 2(2n + 1)^2}{2k^2} \right) \right)$$

(3.10)

which is applicable also for a randomized CEP, as will be shown.

3.4.4 CEP dependence

The two pulses are compared in Fig. 3.3. The curves are almost indistinguishable and the difference is much smaller than the experimental accuracy presently possible. This motivates using the derivative Gaussian pulse for theoretical work, due to its much simpler structure and yet accurate results, at least down to pulse lengths of about $1.5$ laser cycle.

The curves for $\varphi_{\text{CEP}} \pm \pi/2$ are also included in Fig. 3.3. Any larger CEP means that the next or preceding half-cycle has a higher peak field strength and consequently should be used as 0 when defining the CEP; since we are in this section only concerned with the energy of the dominant LES peak, regardless of which direction the electrons are escaping in, this means we can interpret $\varphi_{\text{CEP}} = \pi/2 + x$ as $\varphi_{\text{CEP}} = -\pi/2 + x$.

The LES for a fixed non-zero CEP was investigated in [68]. The peak location is available from the formula of Sections 3.4.2 and 3.4.3. Since $\varphi_{\text{CEP}}/\pi < 1/2$ a series expansion of the exponentials in Eq. (3.9) converges quickly; already the quadratic terms have small influence, so that the LES peaks shift almost linearly with varying CEP

$$\zeta(k, n, \varphi_{\text{CEP}}) \approx \frac{1}{2} \left( 1 + \exp \left( -\ln \frac{2(2n + 1)^2}{2k^2} \right) \right) \left[ 1 - \ln \frac{2(2n + 1)}{2k^2\pi} \varphi_{\text{CEP}} \right]$$

(3.11)

Many experiments are done without stabilized CEP, so that each successive pulse in the experiment has its own CEP. The Gouy shift [79] further gives a distribution of CEP:s within the focus, even for a single pulse. One then has to average over the theoretical CEP values to get a comparison with experiment.

Within the linear approximation Eq. (3.11) the average over an even distribution
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Figure 3.3: The 1st order LES peak energy in units of $U_p$ as function of pulse length. The two pulse shapes with different CEP are compared; the CEP averaged peak energy is seen to agree excellently with the zero CEP value.

of CEP values returns trivially the zero CEP result. The higher order terms introduce a small shift, but as can be seen in Fig. 3.3 this shift is completely negligible. Thus the LES peak value is quite accurately given by the zero CEP value, even in a setup with random CEP.

3.4.5 Simulation results

The theoretical results are compared with CTMC simulation results (see Appendix C for a description of the numerical method) in Fig. 3.4, for a 3.2 µm laser ionizing argon atoms at $I = 10^{14}$ W/cm$^2$ and $\varphi_{\text{CEP}} = 0$. The peak energies are obtained from the spectrum of electrons emitted in the forward direction along the polarization axis, within an opening angle of 5°. See Fig. 3.5. The agreement is good for the first two LES curves. While it is tempting to identify the VLES in the simulation result, careful analysis of the spectra reveals that the first two points close to the VLES curve actually correspond to forming 1st and 2nd order LES, and the other points may be due to higher order LES forming. The VLES trajectory is not clearly visible in the final result, since it is mixed with higher order LES. Due to the VLES electrons typically staying close to the ion when the pulse dies out, the VLES seems to be made invisible by the FTI recapture process described in Section 2.5.

One powerful aspect of numerical simulation is the ability to look into the dynamics and present intermediate results that are not available in an experimental setting. In classical simulation in particular the system is represented by a point in phase space, so that all momenta and positions are sharply defined at any instant. In our system it is thus possible to visualize the evolution of the observable structures during the laser pulse.

In doing so we find a particular representation convenient, that is related to the two-dimensional photoelectron momentum distribution (2dPMD) measured experimentally.

The cylindrical symmetry around the laser polarization axis means that the azimuthal emission angle is irrelevant; when studying the dynamics, we
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Figure 3.4: Simulation results (dots) compared to theoretical predictions from Eq. (3.7). The laser parameters are $I = 10^{14}$ W/cm$^2$, $\lambda = 3.2$ µm.

Figure 3.5: Left: The setup for recording a forward direction spectrum with an opening angle of 5°. Right: Sketch of trajectories with final transverse momentum of different sign. For the red trajectory our defined $p_\rho = \mathbf{p} \cdot \mathbf{e}_x > 0$, while for the blue trajectory $p_\rho = \mathbf{p} \cdot \mathbf{e}_x < 0$. 
can assume all electrons exit along, say, the $x$-axis. With proper weighting of the initial conditions (see Appendix C) the cylindrical symmetry is taken into account. Asymptotically in the Coulomb field we always have $p \cdot e_x > 0$. However if we define the initial emission angle as $\varphi = 0$ so that emission is always along $e_x$, a trajectory turning around once in the perpendicular direction escapes with $p \cdot e_x \leq 0$. See Fig. 3.5. Keeping this sign information helps the physical intuition. We choose however to use the designation $p_p$ instead of $p_x$ in our results since this draws attention to the cylindrical symmetry of the problem, and the fact that we take all electrons with the proper weighting into account.

Physically it is impossible to distinguish if a specific final momentum is due to an initial momentum in that direction, or if there was one, or multiple, changes of sign in $p_p$ during the motion. From the simulation results with negative $p_p$, the observable 2dPMD is recovered by simply overlaying the negative and positive parts, i.e. $P_{\text{exp}}(p_p) = P_{\text{sim}}(p_p) + P_{\text{sim}}(-p_p)$.

Fig. 3.6 illustrates the evolution of this distribution during a six cycle laser pulse at 2 $\mu$m. Ionization is restricted to the central cycle for figure (a) to (c). Structures are seen to emerge according to the possible recollision times in the model. The top panels show the distribution of momentum in the polarization direction - the marginal spectrum in z-direction (cf. Appendix A.2).

Particularly interesting is that the VLES recollision, while giving only a weak contribution to the final spectrum in (d), is very pronounced during the laser pulse. In e.g. discussing probability of high energy ATI or HHG, where the probability distribution during the pulse is important, it may be necessary to take it into account.

In the realistic final result with ionization throughout the pulse and including the asymptotic motion after the laser pulse is over, only the 1st LES is clearly seen, while higher order LES and a trace of the VLES pile up at a small offset from zero, creating the double hump structure [59] in the longitudinal spectrum.

The details of the structures of Fig. 3.6 will be analyzed in Chapters 4 and 5.

### 3.5 Comparison with experiment

The scaling of the 1st order LES peak with pulse length was investigated experimentally, in a collaborative work [7]. The results confirm the overall scaling properties for a number of different species and laser parameters, illustrating the universality of the process. Before discussing the results it is necessary to make the connection to the experimental setting, where the laser intensity is not fixed throughout the experimental chamber.

#### 3.5.1 Focal averaging

In comparing theoretical results in the strong-field area with experimental ones, one must always take into account that the focus of a laser beam does not only contain one single intensity; see Section 2.2.2. According to previous sections the energy of the LES peaks scales linearly with the intensity via the ponderomotive energy: $E_{\text{LES}} \sim U_p \sim I$. The single-intensity results of previous sections must be modified before they are compared to actual experimental results.
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Figure 3.6: Development of VLES and LES features during the laser pulse. (a) After 1 full cycle, the 1st VLES is forming. (b) After 1.5 cycles, the 1st LES turns up. (c) After 2.5 cycles, an additional VLES (almost on top of the first) and the 2nd LES has formed. (d) Realistic final result. $I = 10^{14}$ W/cm$^2$, $\lambda = 2 \mu$m.

The laser focus is described by the Gaussian beam of Section 2.2.2. The volume of each differential isointensity shell within the full focus is given by Eq. (2.8). It is convenient to rewrite this as a distribution in relative intensity, setting $i = I/I_0$ and disregarding prefactors

$$\frac{dV}{di} \sim i^{-5/2}(2i + 1)^{-1/2}p_1.$$  (3.12)

We are interested in predicting the drift momentum of the LES/VLES. As discussed in Section 3.4 the peak momentum will approximately coincide with the peak from the center half-cycle, with the other cycles simply broadening the peak. It therefore suffices to consider ionization from the center half-cycle to get the dominant momentum.

We use the quasi-static ionization rate Eq. (2.10). Combining Eq. (3.12) and Eq. (2.10) gives the ionization rate for each intensity

$$w(i) \sim \exp \left( -\frac{2}{3F_0\sqrt{i}} \right) i^{-3}(2i + 1)^{-1/2}p_1.$$  (3.13)

where

$$F_0 = F_0/(2I_0)^{3/2}$$
$$i = I/I_0 = F^2/F_0^2$$

The shape of Eq. (3.13) depends on the single parameter $F_0$, the maximum of the reduced field strength.
Fig. 3.7 shows plots of Eq. (3.13) (normalized to the peak value) for a few different values of $F_0$, as well as values of $\mathcal{F}_0$ for a few different atomic species, as function of intensity. Consider an idealized recollision process, where only a single, definite energy value is contributing. The final energy distribution coming from a single intensity should then be a $\delta$-function. The focal averaged peak then gets the same shape as Eq. (3.13), shown in Fig. 3.7. The peak location in the result is then the non-averaged result multiplied by some factor $\gamma = \gamma(F_0)$, which can be gained by extracting the peak from Eq. (3.13).

3.5.2 Approximate model for LES averaging

In order to avoid a numerical treatment for each field strength, we look for a simplification of the full expression of the average intensity. It turns out to be easiest to start from the expression in normalized field strength $f = F/F_0$:

$$w(f) \propto \exp \left\{ -\frac{2}{3F_0 f} \right\} \frac{2f^2 + 1}{f^5} \sqrt{1 - f^2}.$$ 

The average field strength of the LES peak is then given by

$$\bar{f} = \frac{\int_0^1 df w(f)}{\int_0^1 df w(f)} = \frac{\int_0^1 df w(f)}{\int_0^1 df w(f)}.$$ 

By defining $x \equiv 2/3F_0$ we can rewrite this as

$$\bar{f} = \left( -\frac{d}{dx} \ln Q(x) \right)^{-1}$$ 

with

$$Q(x) \equiv \int_0^1 df w(f).$$

It is now useful to set $f = 1/y$ thus getting

$$Q(x) = \int_1^\infty dy y^{-2}y^{-1}e^{-xy}2y^2 + 1 \sqrt{1 - y^{-2}} = \int_1^\infty dy ye^{-xy}2 + y^2 \sqrt{y^2 - 1}.$$
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Since the parameter $x$ is typically quite large $x \approx 10$, the integrand will quickly go to 0 as $y$ is increasing. Keeping the exponential factor, we expand the rest of the integral in $\sqrt{y-1}$ around $y = 1$:

$$(2/y + y)\sqrt{y+1}\sqrt{y-1} \approx 3\sqrt{2}\sqrt{y-1} \text{ close to } y = 1$$

so that

$$Q(x) \approx 3\sqrt{2} \int_{1}^{\infty} dy e^{-xy} \sqrt{y-1} = 3\sqrt{\pi/2}e^{-x}x^{-3/2}$$

where we used the integral identity

$$\int_{1}^{\infty} e^{-xy} \sqrt{y-1} = \sqrt{\pi/2}x^{-3/2}.$$ 

We can now get the approximate $\bar{f}$ by Eq. (3.15)

$$\bar{f} = -\frac{Q(x)}{Q'(x)} = \frac{1}{1 + 3/(2x)} = \frac{1}{1 + 9F_0/4}.$$ 

For the LES peaks we can write

$$P(n) = p_{\infty}(n)/C_{av}$$

for the $n^{th}$ peak, where

$$C_{av} = 1 + \frac{9}{4}F_0.$$ 

(3.16)

Due to the smallness of $F_0$, this expression can even be linearised without introducing much further error:

$$P(n) \approx p_{\infty}(n) \approx 1 - \frac{9}{4}F_0.$$ 

(3.17)

The focal averaged LES peak energy is accordingly given by $E(n) = E_{\infty}(n)/C_{av}^2$ or $E(n) = E_{\infty}(n)(1 - 9F_0/4)^2$.

The exact calculation according to Eq. (3.14) is compared with the approximation given by Eq. (3.16) and the linearized version Eq. (3.17) in Fig. 3.8.

We thus have a simple analytical estimate of the change in the LES peak momentum due to the distribution of intensities within the focal volume. It gives an overall decrease in the observed peak momentum, as compared to the one at the fixed maximum intensity, depending only on the reduced field strength at the focal center. Note that a smaller reduced field strength gives a smaller shift of the average, in agreement with the narrower distribution in Fig. 3.7.

The shift does not depend on the pulse length, meaning that the scaling properties described in Section 3.4 remain unchanged.

3.5.3 Experimental result

The experimental results reported in [7] are presented in Fig. 3.9. The theoretical curves are shifted to lower energy by 15%, which was attributed to the
Figure 3.8: Shift of the LES peak momentum as function of $F_0$. Numerically integrated (exact) curve is compared to the approximate expression Eq. (3.16) and the linearized one Eq. (3.17).

inexact determination of $U_p$ in the experiment. The agreement between the analytical curve and the experimental results is very good. This strongly supports that the model described here is an accurate description of the physical process measured in the experiment, showing that classical trajectory arguments can predict the location of the LES peak to an accuracy which is within the experimental resolution (cf. error bars of Fig. 3.9).

An additional shift, due to the energy loss in escaping the Coulomb potential after recollision, was included in Fig. 3.9. The shift was calculated as described in Section 5.2 using the effect of the Coulomb potential at a saddle point trajectory. While not exact, this gave an additional shift of around 5% and yielded the very good agreement of Fig. 3.9.

The detector used in [7] had a lower limit of $\sim 0.7$ eV, meaning that the VLES and higher order LES could not be observed. These are all located below 0.5 eV, as simulation shows. Confirmation of the scaling of those peaks needs to be done in a future experiment, preferably at longer wavelength giving more resolution to the detailed structure of the peaks. This may also cast light on the VLES peak formation and its relation to the VLES trajectory discussed.

### 3.6 Conclusions

Using a classical trajectory model one can arrive at simple, analytical expressions for the drift momenta of the LES and VLES in a cw field (Section 3.3), as well as in a short laser pulse (Section 3.4). Comparing the case of a cw field with a short pulse, the LES/VLES momentum is seen to change and depend sensitively on the pulse length. The analytical scaling corresponds well to simulated results, as well as the experimental measurement of [7]. The intensity distribution in the focus can be included in the model, giving a simple overall factor. The model needs small modifications to reproduce the absolute measured values, however the scaling, which is the the main subject of this chapter, is
3.6 Conclusions

Figure 3.9: The 1st order LES peak energy in units of $U_p$ as function of pulse length. The data is for Krypton $U_p = 20$ eV (green) and $U_p = 25$ eV (blue), and Argon 31 eV (black) and 55 eV (red). Circles are from experiment, triangles from CTMC simulation and lines are analytical results. The star is from the experiment of [5], for Argon at $U_p = 35.6$ eV. Focal averaging is included in the analytical model by means of Eq. (3.16). All theoretical results are shifted down by 15%. From [7].

It is our hope that this scaling will be further investigated experimentally, thus confirming or disproving the results presented here. In particular the mechanism behind the VLES has not been identified in experiments yet. The VLES was so far mainly seen as an increase in the spectrum towards threshold. We have tentatively identified this structure with recollision trajectories of a specific type, while pointing out that higher order LES also play an important role in forming the experimental VLES structure. The VLES recollision trajectories have a large influence at the simulated electron momentum distribution during the laser pulse. Using short pulses and possibly altering their shape (e.g. by adding higher harmonics) may make the effect of this recollision measurable. A systematic study of the possibilities lies beyond the scope of this work.

The validity of the classical model rests on sufficiently long excursion distances and travelling times, so that quantum interference between trajectories is negligible. In experiments at intensities around $10^{14}$ W/cm$^2$, this typically holds when $\lambda > 1$ µm. See e.g. [62]. For shorter distances ATI peaks from a definite number of absorbed photons increasingly dominate the spectrum. On the other hand, for $U_p/2\omega c > 1$, the dipole approximation starts to break down appreciably [12]. For our intensities this happens around wavelengths longer than $\sim 3$ µm and will modify the electron trajectories via the Lorentz force. Initially this will only slightly change the shape of the recolliding wave packet, thus not essentially changing the LES process.
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Chapter 4

The low energy recollision

In Chapter 3 we studied in detail the classical trajectories (step 2 in the three-step model of Section 3.1) that take part in the low energy recollision. We now proceed to describe the actual rescattering event (step 3). It turns out that the essential features are reproduced by an approximate, analytical model. The model explains how the recollision causes a peak in the spectrum at the corresponding momentum and can also describe the details of the structure, as visible in classical simulations and, to a certain degree, in experiments.

The recollision event has previously been studied to a much lesser extent than the participating strong-field trajectories. The final momentum of the trajectories, and thus the measured result in e.g. [5], can be found just from assuming some interaction at recollision, avoiding the details.

In [67] a bunching mechanism was proposed, that leads to a visible peak in the longitudinal momentum spectrum. The model in this chapter is based on the same assumptions but take into account the full dimensionality of the problem, making predictions about the joint distribution (cf. Appendix A.2) of final momenta. From these results, the behaviour of the marginal distributions in both longitudinal and transverse direction can be deduced, as well as the conditional distribution in the forward direction, where the original LES was found. The relations between these observables will also be clarified, referring to the general discussion of Appendix A.

Another proposed mechanism of LES formation is Coulomb focusing, where the transverse force is playing the crucial role [63, 65]. The reasoning is that, upon returning close to the ion, electrons are focused by the interaction, giving an increased probability of motion in forward direction after recollision. While the transverse force does play a role, this model in itself cannot account for the full LES characteristics. We always treat the 2D situation, which is trivially related - by the cylindrical symmetry around the laser polarization axis - to the full physical 3D situation. From our treatment, it is seen that transverse and longitudinal forces both have an important influence on the result, and the final LES can only be said to depend on both (in particular the 2D features), although the bunching process that results in forward motion takes place in a direction that is more longitudinal than transverse, giving that direction some precedence.

It is characteristic of most proposed explanations for the LES that one direction is considered dominant. In [63, 65, 71] it is the transverse one, while
in [67] it is the longitudinal. There is even some confusion about what is actually meant by the LES: is it a caustic in the 2D spectrum [65,69] or is it a peak in the forward direction [5,63,71]?  

Misunderstandings and disagreement in the literature on the nature of the interaction seems to stem from these different viewpoints. In particular, several authors have reproduced the LES in the conditional forward spectrum using simulations where the longitudinal component of the Coulomb force was neglected completely. This was taken as an indication for the transverse nature of the LES. Notwithstanding that the 2D momentum distribution is badly reproduced by such a model, and that pure longitudinal Coulomb force also gives an LES (though much weaker), a complete understanding necessarily needs the physical force included in the model. As we see from our model the spherical symmetry of the Coulomb field is a basic property of the problem, and destroying that by artificial means can only give superficial knowledge about the actual process.

We will therefore throughout treat the full dimensionality, and carefully indicate when conclusions are made regarding the various 1D distributions that can be obtained from the 2D one.

The treatment in this and the following chapter contains several ideas from the papers mentioned here. It can be viewed as a generalization of the bunching mechanism of [67] to the 2D distribution. Thus the fully 2D viewpoint of [69] is adopted. At the same time, the caustic formation of [65] is clarified and shown to be qualitatively reproduced by an analytical model. Finally, in the next chapter all conclusions for the forward direction spectrum, as measured and discussed in [5,62,63,71], are drawn.

First the recollision by itself is discussed in Section 4.1. We use approximate recollision trajectories to set up a model where the change in drift momentum at recollision is obtained through the gradient, with respect to the turning point, of a scalar function. Together with the strong field trajectories we can then describe the full dynamics in Section 4.2. Recollisions at specific distance from the ion results in a caustic in the final momentum spectrum, giving the LES and VLES for the respective trajectories. The VLES (Section 4.3) is directly described by the simple model, while for describing the shape of the LES caustic, also motion before recollision is taken into account in Section 4.4. The results of the model then agree well with simulation results.

The analytical treatment used here reproduces the LES features from single recollisions very accurately. However the full effect of the Coulomb potential on the entire electron trajectory is not taken into account. This is done in the following chapter, where a completely numerical treatment is used. The insights from the analytical model are used to easily identify the similar features in the numerical result, contributing to a complete understanding of the phenomenon.

4.1 The recollision model

In Chapter 3 we demanded that low energy recollision trajectories return exactly to the origin with a momentum of exactly zero. Certainly trajectories coming very close to the ion will not give distinct features in the low energy spectrum, since they interact very strongly with the ion and can gain high energies. They are responsible for the high energy ATI plateau described in Section 2.4 and can recombine to generate high harmonics. To get low energies the interaction
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needs to be weak and thus the electron turns around some distance away from the ion ("soft recollision" [67]). Given the large length scales involved in the laser driven motion, the approximations of Chapter 3 still give a good first estimate of the momenta of recolliding trajectories. Here we treat the recollision in more detail, where the recollision point $r_C$ is no longer the origin. Instead its value determines the shift in the drift momentum $p$ at recollision.

4.1.1 Approximate recollision trajectories

To set up the model we make two assumptions. The interaction process happens within some time interval $(t_0, t_2)$ containing the maximum of a laser cycle at $t_1$. Due to the laser driving, the recolliding trajectories typically only spend a short time in the vicinity of the ion, before being accelerated away by the laser field. During this time, the laser field is almost constant. We therefore make the following assumption

$$F(t) \approx F(t_1) \quad \text{during recollision; assumption (i)}$$

where $t_1$ is the recollision time, defined as in Eq. (3.4) as the instant when $p_z = 0$.

Then we make the approximation that, throughout the scattering process:

$$|F(t_1)| \gg |F_C(r(t))| \quad \forall t \in (t_0, t_2), \text{ assumption (ii)}$$

where $F_C$ is the Coulomb force, evaluated at points $r$ the trajectory passes during the process. This means that the Coulomb force is very weak compared to that of the laser, so that we can neglect its influence on the trajectory during rescattering. The trajectory follows the same path it would follow without the Coulomb field present, and the field is taken into account by computing its influence along the trajectory, giving a shift in the asymptotic drift momentum. This perturbative approach is similar in spirit to the first-order Born approximation of quantum mechanical scattering theory, where the potential allows scattering between field-free asymptotic states, but does not change these states themselves [11].

The trajectory itself is then given by the strong-field one Eq. (3.1) expanded to lowest order in $t$:

$$r(t) \approx r_C + F(t - t_1)^2 \frac{e_z}{2}$$

where $F \equiv F(t_1)$ (4.1)

The electron follows a trajectory with fixed $\rho = \rho_C$, and motion in $z$ like that in a constant field, with turning point given by $z_C$.

This model for the recollision trajectories is widely used, e.g. in [63, 67, 80].

4.1.2 The recollision process

Along the trajectory of Eq. (4.1) the influence of the Coulomb potential on the drift momentum $p$ is calculated by integrating the force over all times (primed denotes initial values):

$$p = p' + \delta p(r_C)$$

$$\delta p(r_C) = \int_{-\infty}^{\infty} F_C(r(t)) dt = - \int_{-\infty}^{\infty} \frac{\text{grad}_{r_C}}{|r(t)|} \text{grad}_{r_C} \Phi = - \text{grad}_{r_C} \Phi.$$
For a given field strength, the value of $\delta p$ is determined by the point of recollision $r_C$ alone, which itself depends on the initial momentum $p'$. We have defined

$$\Phi \equiv \int_{-\infty}^{\infty} \frac{-1}{|r(t)|} \, dt.$$  \hspace{1cm} (4.3)

The event can be viewed as a kind of potential scattering off the potential $\Phi(r_C)$, which is the integrated Coulomb potential along the Coulomb-free trajectory with turning point at $r_C$. One should however not understand it as a conventional scattering problem, with time dynamics in a potential between in- and out-states, but rather an instantaneous influence of $\Phi$, giving an instantaneous change in drift momentum (=momentum of outgoing state) of the strong-field trajectory. $\Phi$ plays the role of a potential, being an object from which a change in the momentum is obtained by taking the gradient.

The central object of the classical interaction process is the Jacobian determinant between ingoing and outgoing momenta, cf. Appendix A.3. Using Eq. (4.2) and Eq. (4.3) the full Jacobian can be decomposed into

$$J = \frac{\partial (p_\rho, p_z)}{\partial (p'_\rho, p'_z)} = I + \frac{\partial (\delta p_\rho, \delta p_z)}{\partial (p'_\rho, p'_z)} = I + \frac{\partial (\delta p_\rho, \delta p_z)}{\partial (\rho_C, z_C)} \frac{\partial (\rho_C, z_C)}{\partial (p'_\rho, p'_z)} = I - H_\Phi(\rho_C, z_C) \frac{\partial (\rho_C, z_C)}{\partial (p'_\rho, p'_z)}.$$  \hspace{1cm} (4.4)

where $H_\Phi$ is the Hessian matrix of $\Phi$ w.r.t. $r_C$.

The study of the recollision process itself is thus reduced to the study of the potential $\Phi$. The final spectrum is in addition influenced by the motion before recollision which enters in the last factor of Eq. (4.4).

We now see the point of writing $\delta p$ in terms of $\Phi$: the final momentum spectrum depends on its Hessian matrix. The Hessian of any smooth function is a symmetric matrix, so that it can be diagonalized in an orthogonal basis. The structure of the determinant $\det J$ is thus greatly simplified.

Figure 4.1: Illustration of the recollision model. Left: Change of drift momentum from $p'$ to $p$ during the recollision. Contours indicate the combined potential of the ion and the laser. Right: The motion in $z$-direction is that in a constant field.
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Figure 4.2: The function $I(\varphi)$ of Eq. (4.5).

4.1.3 Properties of $I(\varphi)$

It turns out convenient to change to polar coordinates for the rescattering location

$$r_C = r(\sin \varphi \mathbf{e}_\rho + \cos \varphi \mathbf{e}_z) .$$

Changing the integration variable to $\xi = t \sqrt{2r/F} \varphi$ gives

$$\Phi = - \int_{-\infty}^{\infty} \frac{dt}{|r_C + Ft^2/2e_z|} = - \frac{1}{r} \sqrt{\frac{2r}{F}} \int_{-\infty}^{\infty} \frac{d\xi}{\sqrt{\sin^2 \varphi + (\cos \varphi + \xi^2)^2}}$$

$$= - \sqrt{\frac{2}{Fr}} \int_{-\infty}^{\infty} \frac{d\xi}{\sqrt{1 + 2\cos \varphi \xi^2 + \xi^4}} \equiv - \sqrt{\frac{2}{Fr}} I(\varphi) .$$

$\Phi$ factorizes into one function of the radial recollision distance $r$, and one function of the recollision angle $\varphi$. $I(\varphi)$ is an elliptic integral, which can be written as

$$I(\varphi) = 2(1 + \lambda) \text{F}(\arctan \lambda^{-1/2}|1 - \lambda^2)$$

$$\lambda = \frac{1 - \sin \varphi/2}{1 + \sin \varphi/2}$$

where $\text{F}$ is the standard elliptic integral of the first kind [78]. This is mainly useful for deriving a few special values, since the analytic expressions of derivatives of $I(\varphi)$ are cumbersome.

Explicit expressions for the elements of the Hessian $H_{\varphi}$ are given in Appendix B. The factor structure of $\Phi$ is preserved in derivation; its final form is

$$H_{\varphi} = - \sqrt{\frac{2}{Fr^{5/2}}} G(\varphi)$$

with $G(\varphi)$ a symmetric matrix. Diagonalizing $H_{\varphi}$ reduces to finding a rotation angle $\theta(\varphi)$ which diagonalizes the matrix $G(\varphi)$.
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\[ e_p' \rightarrow R(\theta(\varphi)) \rightarrow e_{1} \]

Figure 4.3: Definition of basis vectors \( e_1 \) and \( e_2 \) by rotation by \((\varphi\text{-dependent})\) angle \( \theta \).

4.2 Dynamics

So far we only discussed the recollision process itself, studying the momentum change as function of recollision position. We now include the initial motion before recollision, giving a relation between final and initial momentum.

4.2.1 Diagonalization of the full Jacobian

In the real situation, the evolution before the LES recollision is non-trivial, leading to complexities in the final spectrum which do not result from the recollision alone. In order to focus on the recollision event, we assume that the collision point depends linearly on the initial momentum, as in the strong-field dynamics of the three-step model:

\[
\begin{align*}
\rho_C(p'_\rho, p'_z) &= \tau p'_\rho + b_1 \\
z_C(p'_\rho, p'_z) &= \tau p'_z + b_2
\end{align*}
\]  

(4.7)

with \( \tau \) the recollision time and \( b_1,2 \) arbitrary constants. For e.g. the 1\textsuperscript{st} order LES, \( \tau = 3\pi/\omega \), cf. Eq. (3.4). From Eq. (4.7) follows

\[
\frac{\partial(\rho_C, z_C)}{\partial(p'_\rho, p'_z)} = \tau I
\]

with \( I \) the unity matrix. This gives with Eq. (4.4)

\[
J = \frac{\partial(p_\rho, p_z)}{\partial(p'_\rho, p'_z)} = I - \tau H_\varphi = I + \sqrt{\frac{2}{F}} \frac{\tau}{r^{5/2}} G(\varphi) .
\]

\( J \) is diagonalized by the same rotation \( \theta(\varphi) \) of the basis as that diagonalizing \( G(\varphi) \). Note that the matrix \( G \) is completely general; laser intensity and wavelength are contained only in the prefactors. Denoting the eigenvalue of \( G \) by \( \mu_{1,2}(\varphi) \), we get the following expression for the Jacobian determinant

\[
\det J = \left(1 + \sqrt{\frac{2}{F}} \frac{\tau}{r^{5/2}} \mu_1(\varphi)\right) \left(1 + \sqrt{\frac{2}{F}} \frac{\tau}{r^{5/2}} \mu_2(\varphi)\right) = \lambda_1 \lambda_2 .
\]  

(4.8)

It is immediately seen that changing the laser parameters and the recollision radius such that

\[
\sqrt{\frac{2}{F}} \frac{\tau}{r^{5/2}}
\]
is held constant, the determinant expression at a certain recollision angle \( \varphi \) does not change. We can thus map a change in laser parameters to a change in recollision distance where a certain spectral value is obtained. If the determinant vanishes (as turns out to be the case), this is caused by recollision at a specific (\( \varphi \)-dependent) \( r \), which when changing the laser parameters scales as

\[
r \sim \frac{\tau^{2/5}}{F^{1/5}} \sim \frac{1}{(F\omega^2)^{1/5}}.
\]

\( \tau \) depends here on the period of the laser, as for recollision after a fixed number of cycles. This weak scaling with respect to the laser parameters signifies that the model is reliable for a large range of parameters. Changing the laser intensity or wavelength only adjusts a little the radial distance at which recollision must occur, in order to give rise to a certain spectral feature. The drift momentum may change significantly, but the recollision process itself stays very similar.

### 4.2.2 Formation of the LES

Fig. 4.4a shows the eigenvalues \( \mu_{1,2}(\varphi) \) of the matrix \( G(\varphi) \). Since \( \mu_1 > 0 \) it follows that always \( \lambda_1 > 1 \), so that in the direction \( e_1 \) associated with \( \lambda_1 \) there is reduction of spectral weight ("anti-bunching"). Along \( e_2 \) however there is bunching for \( \varphi < 163^\circ \), since \( \mu_2 < 0 \) thus \( \lambda_2 < 1 \). In particular there is complete bunching if

\[
\lambda_2 = 0 \quad \Rightarrow \quad r = \left( -\frac{2}{F}\tau \mu_2(\varphi) \right)^{2/5}
\]

(4.9)

giving rise to a critical line. By Appendix A.5 it results in a caustic in the final spectrum. The fact that \( \lambda_2 = 0 \) means that, moving in the space of initial coordinates (the \( (p'_0,p'_z) \)-plane) in the direction of the eigenvector \( e_2 \) associated with \( \lambda_2 \), the final momentum \( (p_\rho,p_z) \) does not change (to first order), causing the divergent spectrum. We can say that there is complete "bunching" in the direction \( e_2 \).

Fig. 4.4b shows the rotation angle \( \theta \) that diagonalizes \( G(\varphi) \) and \( J \). At \( \varphi = 0 \), i.e. recollision at positive \( z \) with \( \rho = 0 \), it is equal to \( \theta = 90^\circ \), meaning the bunching eigenvalue \( \lambda_2 \) acts along the original \( \rho \)-coordinate. At \( \varphi = 116.5^\circ \), it is zero giving bunching purely along \( z \).

Fig. 4.5a shows for illustration the eigenvalues \( \lambda_{1,2}(r,\varphi) \) for the parameters \( \tau = 3\pi/\omega \) (1st order LES), \( \omega = 0.0228 \) au (\( \lambda = 2 \) \( \mu \)m) and \( F = 0.0534 \) au (\( I = 10^{14} \) W/cm\(^2\)) at recollision radius \( r = 20 \) au. Since \( \mu_2 \) is almost constant for a large range of angles \( \varphi \), the condition \( \lambda_2 = 0 \) will be fulfilled for almost the same \( r \) for these angles. Fig. 4.5b shows the radius of the recollisions giving \( \lambda_2 = 0 \), given explicitly by the expression Eq. (4.9), for the same parameters. It is seen to stay within a narrow range of \( \approx 25 \) au until some \( 140^\circ \), where it drops off sharply. Since \( \mu_2(0) = -3\pi/8 \) (see Appendix B) the 1st order LES recollisions with \( \rho = 0 \) gives a vanishing determinant at the recollision distance

\[
r = z = \left( \frac{2}{F}\frac{3\pi}{8} \right)^{2/5} = \left( \frac{2}{F}\frac{9\pi^2}{8\omega} \right)^{2/5} \approx \frac{3}{(F\omega)^{1/5}}.
\]

(4.10)
The low energy recollision

Figure 4.4: (a) The two eigenvalues of the matrix $G(\varphi)$ of Eq. (4.6). (b) The rotation angle $\theta(\varphi)$ diagonalizing $G(\varphi)$.

Figure 4.5: (a) Example of eigenvalues of the full Jacobian $J$ at $r = 20$, for laser parameters $\tau = 3\pi/\omega$, $\omega = 0.0228$ au and $F = 0.0534$ au. (b) The recollision radius $r(\varphi)$ yielding the critical line, given by Eq. (4.9).

Since the recollision radius $r$ changes little with the recollision angle $\varphi$, especially in the first quadrant (cf. Fig. 4.5b), Eq. (4.10) can be used for a first estimate for the distance of the critical recollision from the ion.

Fig. 4.6 shows the two eigenvalues of the problem as functions of the turning point $r_C$, using (4.7) with $\tau = 3\pi/\omega$, $\omega = 0.0228$ au. The critical line, defined by $\lambda_2 = 0$, is marked in red.

4.2.3 The deflection function, the critical line and the caustic

Writing the final momentum as function of the initial ones gives the so-called deflection functions $p_\alpha(p'_\alpha, p'_z)$ and $p_z(p'_\alpha, p'_z)$, which give an illuminating picture of the full dynamics. They are obtained by means of Eq. (4.2) and plotted simultaneously as contour plots in Fig. 4.7, for the parameters of Fig. 4.6. The critical line, obtained by the condition Eq. (4.9) together with $r_C = p^\prime r$, is shown in blue. It indicates the points where $\text{grad} p_\alpha \parallel \text{grad} p_z$ and clearly runs through the visible saddle point in $p_z$, cf. Appendix A.5.

The shape of the caustic is determined by the expression Eq. (4.2), for initial values $p^\prime$ belonging to the critical line, i.e. fulfilling Eq. (4.9). Due to the weak
4.2 Dynamics

Figure 4.6: The eigenvalues $\lambda_1$ (a) and $\lambda_2$ (b) of Eq. (4.8) as functions of $(\rho_C, z_C)$. For better visibility $\lambda_1$ is shown on a logarithmic scale. Laser parameters $\tau = 3\pi/\omega$, $\omega = 0.0228$ au and $F = 0.0534$ au. The critical line is marked in red in (b).

Figure 4.7: Left: The deflection functions for the recollision model of Section 4.2. Black contour lines and shading: $p_z$, red contour lines with labels: $p_\rho$. The critical line is shown in blue. Right: The shape of the caustic in the final momentum spectrum. Letters show the corresponding initial and final values; (a) marks a saddle point in $p_z$. Laser parameters as in Fig. 4.6.
dependence of Eq. (4.9) with the laser parameters, the shape has universal features and only slightly change for different parameters. Fig. 4.7b shows the shape of the caustic.

### 4.2.4 Conclusion

The scattering process itself is approximated by using the electron trajectories Eq. (4.1) and the momentum shift at interaction Eq. (4.2). This leads to a model of "instantaneous" potential scattering, which is diagonalizable. Using simplifying assumptions Eq. (4.7) the whole process, from initial momentum to final, can be described in an analytical, diagonalizable way. The diagonalization reveals that one eigenvalue vanishes at a certain line \( r_C \) of recollision positions, and the corresponding line in initial momentum. This means that the spectral determinant is zero there, giving a caustic structure in final 2D joint momentum spectrum. Within the model, analytical expressions for both the critical line of initial momentum and the shape of the caustic in final momentum can be obtained.

### 4.3 VLES recollision

For the first order VLES recollision, taking place after one full laser cycle, Eq. (4.7) holds to a high degree of accuracy. The Coulomb potential at the tunneling exit focuses the momentum distribution in the \( \rho \)-direction; this effect is very small and neglected here [61]. Including the tunneling exit point which can be approximated as \( z_0 \approx -l_p/F_0 \), we get the recollision position:

\[
\rho_C = p'_\rho \tau \\
z_C = p'_z \tau - z_0
\]

which has exactly the structure of Eq. (4.7). Thus the results of previous sections carry over unchanged. The VLES recollides however when the field in Eq. (4.1) is negative and the trajectory comes from negative \( z \), so that the previous situation is mirrored around the \( z = 0 \) axis. The shape of the caustic is the mirror image of that found in Fig. 4.7.

This model is compared to numerical simulations in Fig. 4.10 together with the LES model.

### 4.4 LES recollision

The first order LES process is more complicated due to the motion before the recollision.

We limit the initial discussion to the first order LES trajectory in a cw field, in order to make the essential features apparent. The recollision event by itself is similar in higher order collisions, but analytical estimates are increasingly complicated. The aim of the analytical discussion is not to make exact predictions for all cases, but to give an intuitive understanding of the physical process.

The actual behaviour of classical recolliding trajectories needs to be treated first.
4.4 LES recollision

4.4.1 Transverse momentum change at pass by the core

The 1st order LES trajectory passes by the core exactly once before recolliding, see Fig. 4.8. The momentum change due to the pass $\delta p_p^{(\text{pass})}$ can be estimated in the following way.

Since the recollision takes place after three half-periods, the fly-by takes place after three quarter-periods $t_p = \tau/2 = 3\pi/2\omega$. At this instant the laser field is $F = F_0 \cos(3\pi/2) = 0$, so the situation is that of Rutherford scattering of a charged particle off an ion. The electron thus follows a hyperbolic Kepler orbit. For the situation of Fig. 4.8, the following holds [81]

$$L = d\sqrt{2E}$$

$$\tan \frac{\theta}{2} = \frac{1}{L\sqrt{2E}} = \frac{1}{2Ed}$$

d is the point of intersection of the asymptotic motion before and after deflection, $\theta$ the deflection angle, $L$ is the angular momentum and $E$ the energy. $d$ can be assumed to lie on the $p$-axis, which does not introduce a major error since the electron motion is almost parallel to the $z$-axis. We write the velocity in $z$-direction as $v_z = p'_z + A(t_p)$. We then have

$$d = p'_z t_p$$

$$L = v_z d = v_z p'_z t_p$$

$$E = \frac{p'_z^2 + v_z^2}{2} - \frac{1}{d} \approx \frac{v_z^2}{2}$$

since $v_z \gg p'_z$ and $d$ is assumed to be far enough from the ion so that $\delta p_p^{(\text{pass})}$ is just a small perturbation. Thus

$$\tan \frac{\theta}{2} = \frac{1}{2Ed} = \frac{1}{v_z p'_z t_p}$$

Since we are looking at small scattering angles $\theta$ we use $\tan x \approx x$ to get

$$\theta = \frac{2}{v_z p'_z t_p}$$

and, using once more the smallness of $\theta$, the transverse momentum after scattering is found to be

$$p'_p + \delta p_p^{(\text{pass})} = p'_p \cos \theta - v_z \sin \theta \approx p'_p - v_z \theta = p'_p - \frac{2}{v_z p'_z t_p} p'_p$$

$v_z$ is known from Eq. (3.5) to be $v_z \approx A_0(1 + 2/(3\pi))$ with $A_0 = F_0/\omega$.

The higher order LES trajectories pass by the core several times, making further corrections necessary. Since the times $t_p^{(i)}$ of the $i$th passage are given by the Eq. (3.2) setting $z(t_p^{(i)}) = 0$, and the momentum $p_z(t_p^{(i)})$ is also known, it is possible to compute the corrections $\delta p_p^{(i)}$ at each pass. We thus can write

$$p_p^{(i+1)} = p_p^{(i)} + \delta p_p^{(i)} = p_p^{(i)} - \frac{2}{p_z^{(i)} d^{(i)}}$$

with $p_p^{(1)} = p'_p$

$$d^{(i+1)} = d^{(i)} + p_p^{(i+1)} (t_p^{(i+1)} - t_p^{(i)})$$

with $d^{(0)} = 0$ and $t_p^{(0)} = 0$. (4.11)
4.4.2 Recollision model

We get for the 1st order LES recollision location

\[
\rho_C(p'_\rho, p'_z) = \tau p'_\rho + \delta p'_\rho^{(\text{pass})} \tau/2 = p'_\rho \tau - \frac{2}{A_0(1 + 2/(3\pi))p'_\rho},
\]

\[
z_C(p'_\rho, p'_z) = \tau p'_z - \frac{2F}{\omega^2} - z_0 = \tau(p'_z - p_{\text{LES}}) - z_0
\]

where \(p_{\text{LES}}\) is the 1st order LES momentum from Eq. (3.5).

There is a qualitative difference to the VLES model, since the pass by the core can change the sign of \(p'_\rho\), so that recollision can happen on either side of the core; see Fig. 4.8. Thus the caustic will consist of two parts, one from recollision at positive \(\rho_C\), one at negative. (We adapt here the viewpoint of Section 3.4.5 and let also the radial position be negative.) The two parts are almost mirror images of each other since the recollision event itself is symmetric in \(\rho_C\); only slight changes due to the different kind of recollision trajectories occur. This approximate mirror symmetry is not around \(p'_\rho = 0\), but around that \(p'_\rho\) which gives \(\rho_C = 0\). Since for \(\rho_C = 0\) no transverse force is acting during the recollision, for this specific trajectory \(\delta p'_\rho = 0\). The required value of \(p'_\rho\) is easily found from Eq. (4.12):

\[
\rho_C = 0 \implies p'_\rho = \sqrt{\frac{2}{A_0(1 + 2/(3\pi))\tau}} = \omega \sqrt{\frac{2}{F_0(3\pi + 2)}}
\]

Since \(\delta p'_\rho = 0\) it follows that \(p'_\rho = -p'_\rho\). Eq. (4.14) thereby predicts the (negative) final transverse momentum \(p'_\rho\) of a 1st order LES trajectory recolliding at \(\rho_C = 0\).

The second term in \(\rho_C\) in Eq. (4.12) makes the expression for the Jacobian \(J\) cumbersome. It is no longer diagonal. We can still use Eq. (4.12) and Eq. (4.13) to compute the deflection function, and then use a numerical root finding in order to find the zeroes of \(\det J\). The deflection function and caustic is shown in Fig. 4.9. In addition to the splitting into two parts, centered around the value given by Eq. (4.14), there are two additional cusps being formed in the caustic.
4.5 Conclusions

The low energy recollision causing the LES has been analyzed in detail. The trajectory model with the approximations Eq. (4.1) and Eq. (4.2) allows one to disentangle the contributions to the final spectrum. In particular the recollision process by itself, described in Section 4.2, is diagonalizable. In the initial phase space we can study its two eigenvalues, the product of which gives the final spectral weight of that phase space point. It is seen that one eigenvalue dominates the process. The fact that this eigenvalue is zero for a line of initial conditions gives a caustic in the final joint momentum distribution, like in the general case of Appendix A.5.

The VLES caustic is formed directly by the diagonalizable model. The LES caustics are more complicated due to the dynamics before recollision. This gives a caustic with two extending lines, almost symmetric around a certain \( p_p \)-value.

Figure 4.9: Left: The deflection functions for the analytical LES model of Section 4.4, including a pass by the core. Black contour lines and shading: \( p_z \), red contours with labels: \( p_\rho \). The critical line is shown in blue. Right: The shape of the caustic. Letters show the corresponding initial and final values at the saddle points in \( p_z \) (a, f), the saddle point in \( p_\rho \) (c) and the three cusps (b, d, e).

For a more general discussion of the relation between features in the deflection function and the shape of the caustic, see Appendix A.5.

The analytical caustics obtained within this model is compared to full numerical CTMC simulation results in Fig. 4.10. They agree with the numerical result to a surprising accuracy, given the coarse-looking assumptions underlying the trajectory model. A few contributing trajectories are shown at the rescattering event in Fig. 4.11, together with the critical \( r_C \) from the model, which is clearly an excellent estimate of the numerical turning point position. For comparison the symmetrized line from the simple model is shown, which is accurate enough to give a good estimate of the recollision position.
Figure 4.10: Comparison of numerical result and analytical caustic shape (red), for (a) $\lambda = 2 \, \mu m$, (b) $\lambda = 3.2 \, \mu m$ and (c) $\lambda = 1.32 \, \mu m$; intensity $10^{14}$ W/cm$^2$. The VLES is well reproduced; for the LES the analytic caustic reproduces all qualitative features and gives a good quantitative estimate.
Figure 4.11: Numerical recolliding trajectories contributing to the 1\textsuperscript{st} LES caustic in Fig. 4.10b. The dashed line shows the predicted critical recollision points according to the complete model; the dotted line according to the simple model of Section 4.2, with symmetrization around $\rho = 0$. The complete model gives an excellent approximation of actual recollision positions, while the simple model gives a good first estimate.

and three cusps.

Due to the weak scaling of the whole recollision process with laser parameters (Eq. (4.9)) the model is equally valid for a large range of parameters, as testified by Fig. 4.10. Therefore it gives reliable results in the whole parameter range where the trajectory model is valid, cf. Chapter 3.
4 The low energy recollision
Chapter 5

Realistic LES collision

In this chapter the insight gained from the model in Chapter 4 is used to understand photoelectron spectra from full numerical simulations. The assumption of a quantum mechanical tunneling process followed by classical motion is still made, but no approximations are made regarding the classical motion, which is solved numerically (see Appendix C). Details of the tunneling process are not important, since they only modify the weight of initial conditions of classical motion. Furthermore, a semiclassical treatment, where a quantum mechanical phase is included, still contains the classical motion as a starting point, so that the prominent classical features we find should still leave traces in a fully quantum mechanical treatment.

Like in Chapter 4 we investigate how spectral features develop by studying the Jacobian, and we will discuss the different spectra obtained. The joint distribution and the formation of the LES caustic is described in Section 5.1, referring to the model of Section 4.4. Then the marginal distributions in longitudinal and transverse directions are treated in Section 5.2.

Particular focus is on the conditional forward spectrum, treated in Section 5.3, since this is the measurement where most LES work - experimental and theoretical - was hitherto focused. We use a numerical diagonalization of the Jacobian to obtain information about this process. Specifically, the question of which force direction - longitudinal or transverse - dominates, can be given a definite meaning. At the same time it is shown to be only of small interest; the problem is really a 2D one.

One single set of laser parameters is investigated to large detail, in order to clarify the understanding. In Section 5.4 simulations are included for different parameters that show qualitatively similar behaviour. As seen in Section 4.2 the recollision depends little on the laser parameters, so that all cases are qualitatively similar. By including focal averaging, numerical spectra are shown that directly correspond to measured ones, making it clear how the ideal recollision features show up in a real situation.

5.1 The joint spectrum

The numerical deflection function for a laser wavelength of \( \lambda = 2 \, \mu \text{m} \), intensity \( 10^{14} \, \text{W/cm}^2 \) and pulse length of 3 cycles (FWHM) is shown in Fig. 5.1. See
Figure 5.1: Deflection functions $p_\rho(p_\rho', p'_z)$ (red) and $p_z(p_\rho', p'_z)$ (black). $I = 10^{14}$ W/cm$^2$, $\lambda = 2 \mu$m, 3 cycle pulse, argon target. The critical line is indicated by the blue line. Details of the areas within yellow rectangles are shown in Fig. 5.2.

Appendix C for a description of the computational method used. There is a large white area to the left in the figure, where no electrons can escape to the detector; these are the FTI electrons. The main recollision feature (around $p'_z = 0.3$ au, $p'_\rho = 0.05$ au) looks rather similar to Fig. 4.9. In the "hard" recollision region, where contour lines are very dense, the dynamics is essentially chaotic [63, 77]. This region gives contributions to the whole spectrum, but is only visible when the non-chaotic background is very weak, that is, for high energies (ATI plateau). For the low energy part of the spectrum we can simply disregard the chaotic contributions. The regular part gives the major contribution to the LES and will easily drown any weak chaotic features in the spectrum.

The deflection function clearly indicates that there are two saddle points (and two maxima) in $p_z$, and one saddle point in $p_\rho$, see Fig. 5.2. The critical line (shown in blue) runs through all these points, as necessary (cf. Section A.5.1).

The final momentum distribution is shown in Fig. 5.3. In accordance with the general discussion of Appendix A.5 the critical line shows up in the final 2D momentum spectrum as a caustic. Its exact shape depends on the laser parameters in a nontrivial way. Characteristically it is however mainly visible for negative $p_\rho$ (see Section 3.4.5 for the interpretation of the sign of $p_\rho$). These are
coming from recollision at positive $\rho_C$, while recollisions at negative $\rho_C$ is only possible after fly-by with large change of transverse momentum, giving a washed out feature. The higher tunneling probability for higher $p_0'$ also contributes to making the features at negative $p_\rho$ much more pronounced.

There is a long "tail" extending to large negative $p_\rho$. It is still significant when $p_\rho$ is so large that the direct electrons are very improbable, thus forming a visible feature. This corresponds to the fork-like structures described in [82]. The tail is strongest for the VLES recollision since this occurs early on in the dynamics before the wave packet has spread too much in $\rho$, and is hardly visible beyond the first order LES.

The caustic was observed in [65] where however the transverse force alone was held responsible for the feature. Here we see that it is formed due to the critical line in the deflection function, the shape of which follows from the full interaction which is similar to the diagonalizable model of Section 4.2.

We follow the critical line in Fig. 5.1 in clockwise direction, starting from the chaotic region, and encounter the following features, corresponding to visible signs in Fig. 5.4. The letters correspond to Fig. 5.2.

- A maximum in $p_z$ at (a), corresponding to the shape $p_z \sim p_\rho^2$ fo the caustic around $p_\rho = -0.3$ au.
- A character change, given by the inflection point of the caustic at $p_\rho \approx -0.2$ au.
- A saddle point in $p_z$ at (b): corresponds to the point where the caustic runs parallel to the $p_\rho$-axis at $p_\rho \approx -0.1$ au. This gives a peak in the marginal distribution in $p_z$ since $\text{grad} p_z = 0$.
- A cusp. The whole process is distorted by the negative momentum kick received at pass by the core, as already discussed. Therefore this cusp does not coincide with a saddle point in $p_\rho$.
- A saddle point (c) in $p_\rho$ at $p_\rho \approx -0.04$, cf. Eq. (4.14):
- Two additional cusps.
- A saddle point (d) in $p_z$ at $p_\rho \approx 0.02$ au: corresponds to an additional peak in the marginal $p_z$ spectrum, overshadowed by the first one.
• A character change, giving another inflection point, at \( p_\rho \approx 0.1 \text{ au} \).

• A maximum (e) in \( p_z \) close to \( p_\rho = 0.2 \text{ au} \); the tunneling probability here is low so it is hardly visible.

## 5.2 Marginal distributions

### 5.2.1 Longitudinal momentum

In the deflection function for \( p_z \) there are two saddle points, corresponding to collisions at close to \( \varphi = \pm 117^\circ \) where bunching is purely longitudinal (\( e_2 \parallel e_{p'} \)) in the idealized model (Fig. 4.4). The recollision point radius is approximately given by the critical distance at this angle, (Fig. 4.5). We can compute \( \delta p_z \) at this point from Eq. (4.2) to get an estimate for the final longitudinal momentum of the saddle point trajectory. Since the whole LES caustic structure is concentrated in a small \( p_z \)-range, this value can be used to estimate the whole structure. In Fig. 3.9 this was used to take the Coulomb potential at recollision into account, giving an overall redshift (smaller momentum) of the LES of a few percent. Fig. 5.5 shows a few trajectories close to the two saddle point, together with their drift momentum as function of time. At the recollision event, their initially different drift momenta are bunched together by the different influence of the Coulomb potential along the three trajectories.
5.2 Marginal distributions

Figure 5.4: Left: Shape of the caustic in final momentum spectrum, with circles at equidistant points in initial phase space, showing the concentration around the cusps. Right: Detail. The letters correspond to those of Fig. 5.2.

Figure 5.5: Upper: LES trajectories close to the first saddle point in $p_z$. (b) "Bunching" of drift momentum of the three trajectories. $a$ indicate the fly-by, $b$ the soft recollision. Lower: Similar for the second saddle point in $p_z$. 
Figure 5.6: Trajectories close to the $p_\rho$ saddle point. Bunching occurs in transverse momentum $p_\rho$.

### 5.2.2 Transverse momentum

In the deflection function for $p_\rho$ there is one saddle point, corresponding to a collision close to $\varphi = 0^\circ$ where bunching is purely transverse ($e_2 \parallel \sigma_\rho')$ in the idealized model (cf. Fig. 4.4). The recollision distance is approximately given by the analytical expression Eq. (4.10). Fig. 5.6 shows a few trajectories close to the saddle point, and their transverse momentum. The bunching event is more intuitive in this case: the central trajectory stays close to $\varphi = 0$ throughout the recollision so it is hardly influenced, while the other two each get a "kick" towards $\rho = 0$ during their motion.

The final $p_\rho$ of the 1st order trajectory recolliding at $\rho = 0$ can be estimated by Eq. (4.14). Since the cusp singularity occurs for initial values close to this saddle point, Eq. (4.14) is proposed to estimate the transverse momentum of the cusp; typically the most prominent part of the 2D LES structure. For higher orders a numerical determination, using the system of difference equations Eq. (4.11) and looking for a recollision with $\rho = 0$ can be used.

Together with the basic estimate Eq. (3.5) of the LES longitudinal momentum (or Eq. (3.9) for a short pulse), this gives a prediction of the cusp location in the joint 2D spectrum. It is compared with simulations in Fig. 5.7.

The peak in transverse momentum has not been observed experimentally, presumably since the data was not evaluated in this way. It is hoped that the transverse momentum distribution of the LES structure will be measured experimentally, to allow comparison with Eq. (4.14).

Naturally the longitudinal and transverse directions are not unique in showing a peak in their marginal distribution. In the light of Appendix A.5.2 the marginal distribution along any direction has a divergence wherever the caustic is running perpendicular to it.

### 5.3 Conditional spectrum along $p_\rho = 0$

The original observation of the LES was done in the forward direction, i.e. collecting outgoing electrons within a small opening angle around the laser polarization direction (cf. Fig. 3.5). Considering the bivariate distribution as we have done here (cf. Appendix A.2), this means the LES occured in the conditional distribution for $p_\rho = 0$. Due to the increasing availability of 2D distributions in the literature, other observed features have been identified as the LES [65], without making the relation completely clear. In this thesis we have used the
5.3 Conditional spectrum along $p_z = 0$

Figure 5.7: Details of photoelectron momentum spectrum for (a) $\lambda = 3.2 \, \mu m$, (b) $\lambda = 2 \, \mu m$ and (c) $\lambda = 1.32 \, \mu m$. Crosses show the predicted cusp locations by Eq. (3.9) and Eq. (4.14). (d) shows the expected maxima in $p_p$ from the theoretical model. 4 cycle pulse, intensity $10^{14} \, W/cm^2$, tunneling in centre half-cycle only.
term "LES" for the complete 2D structure resulting from a low energetic recollision. The connection to the forward direction conditional LES remains to be made.

The main objective of this section will be to clarify whether the LES, as viewed in the conditional spectrum in the forward direction, is a predominantly longitudinal or transverse effect. By the section Section 4.2 we know that the directions of the eigenvectors of the Jacobian gives the direction of bunching, so we are able to give a quantitative answer to this question. As opposed to the model in Section 4.2 the full Jacobian is however not diagonalizable in an orthogonal basis.

The exact numerical results will depend on the laser parameters and the atomic species. For a given situation, only the full numerical treatment gives the full information. The qualitative features are however very general.

5.3.1 Contributions to the determinant

The conditional spectrum is in general given by the expression Eq. (A.5). The laser parameters are chosen as in Section 5.1.

The function $1/\det J$ is plotted in Fig. 5.8. The initial coordinates giving $p_\rho = 0$ are shown by the yellow dashed line (disregarding the small contribution in the forward direction coming from the chaotic region). The function plotted contains, together with the tunneling probability, the full information about the spectrum and the shading along the yellow line therefore directly gives the spectrum in the forward direction.

The matter is simplified since the final momentum $p_z$ is growing monotonously along the line. Therefore we have an invertible mapping

$$(p'_p, p'_z) \mapsto (p_\rho = 0, p_z)$$

so that we can consider the final $p_z$ or the final energy $E_{\text{final}} = p_z^2/2$ as a parametrization of the line of initial conditions.

We can gain information about the recollision by studying the elements of the Jacobian independently. Figure Fig. 5.9 shows a plot of the four elements, as function of final energy, in the vicinity of the recollision.

5.3.2 Non-orthogonal diagonalization

The Jacobian is not symmetric, due to the motion before recollision (see Section 4.4.1). One sees in Fig. 5.9 that the off-diagonal elements are not equal; they do however follow each other closely. We can still find the eigenvalues $\lambda_1, \lambda_2$ and eigenvectors $e_1, e_2$ of the Jacobian, but $e_1$ and $e_2$ are not orthogonal.

Finding the eigenvalues and plotting them as function of final energy leads to Fig. 5.11. In the figure also their product is shown, giving the dynamical factor in the spectrum, together with the total final spectrum, including tunneling probability.

Fig. 5.11 further illustrates how the weighting of initial conditions due to the tunneling process shifts the spectral peak a little to lower energy. The recollision distance $r$ is also shown, giving the illustrative picture that the LES peak occurs for trajectories that turn around closest to the ion. In the light of Fig. 4.4, where the angle-dependency of the eigenvalue $\mu_2$ is weak for recollisions in the first
5.3 Conditional spectrum along $p_\rho = 0$

Figure 5.8: The function $1/\det J$ (black contour lines and shading) giving the final spectrum. Red contour lines indicate constant final $p_\rho$; $p_\rho = 0$ is the yellow-red dashed line.

Figure 5.9: Elements of the Jacobian close to the recollision. 2.5 eV corresponds to initial momentum $p'_z = 0.33$ au, $p'_\rho = 0.11$ au in Fig. 5.8.
5 Realistic LES collision

Figure 5.10: Definition of the angles $\alpha_1$ and $\alpha_2$ diagonalizing the Jacobian.

quadrant, this is not surprising; the eigenvalue $\lambda_2$ of the full $J$ is dominantly governed by $r$, cf. Eq. (4.8). See also Fig. 5.12.

In the upper part of Fig. 5.11 the angle $\alpha_2$ of the bunching eigenvalue is shown, defined by $\cos \alpha_2 = e_2 \cdot e_{p'_z}$ (cf. Fig. 5.10). It gives the direction along which the bunching eigenvalue is acting. Fig. 5.11 shows that, at the peak maximum, bunching takes place at an angle of approximately $\alpha_2 \approx 30^\circ$, which is more longitudinal than transverse. $45^\circ$ is reached at around 2.7 eV, where the peak is lower, but still noticeable. The maximum angle reached, towards 3.4 eV, is close to $60^\circ$.

Since the eigenvectors are not orthogonal, the interpretation of the angle $\alpha_2$ is less straightforward than the angle $\theta$ of Section 4.2. As shown in Fig. 5.11 the rotation angle $\alpha_1$ defined as $\cos \alpha_1 = e_1 \cdot e_{p'_z}$ is however very close to $\alpha_2$. The non-orthogonality is measured by $\Delta \alpha = \alpha_1 - \alpha_2$, which stays less than $5^\circ$ throughout the LES peak. This angle can be taken as an uncertainty in the determination of the bunching angle.

A few recolliding trajectories are shown in Fig. 5.12. For forward motion recollision takes place along a line, which can be mapped directly onto the final energy. As this line passes nearby the line corresponding to the caustic, the LES is formed.

In Fig. 5.13 similar figures are shown for $\lambda = 3.2 \mu m$. Even though the peak energy is quite different, the qualitative shape of the plots are very similar to the 2 $\mu m$-case, pointing to the general applicability of the understanding presented here.

The exact values depend on the laser parameters and the order of the recollision. Still we stress again that the recollision event by itself is always similar to the model of Section 4.2 - only the motion before recollision, and the laser field strength at recollision, changes.

5.4 Experimental detection of the discussed features

There are several additional considerations when applying the conclusions of this chapter to the typical strong field experiment. In particular three effects are important:

- Tunneling takes place at several cycles within the pulse. For a short pulse this is suppressed due to the exponential dependence of tunneling probability on field strength (Eq. (2.10)), but for longer pulses one needs to
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Figure 5.11: The eigenvalues $\lambda_1, \lambda_2$ of the Jacobian, the unweighted spectrum given by $\propto 1/\lambda_1 \lambda_2$ (scaled by a factor 2 for visibility), the full spectrum including tunneling weighting of initial conditions, the tunneling probability $P_{\text{tunn}}$, and the recollision distance $r$. Upper panel shows the diagonalizing angles $\alpha_1$ and $\alpha_2$, and their difference $\Delta \alpha$. The arrow points to the spectral peak.

Figure 5.12: Left: Recolliding trajectories giving forward motion; the line of all recollision points is included. Right: Similar but with equal axis scaling and including the critical recollision distance, illustrating how the forward LES is formed by trajectories recolliding in the vicinity of the line of criticality.
Figure 5.13: Similar to Figs. 5.9 and 5.11 for $\lambda = 3.2 \ \mu m$, 8 cycle pulse.
5.5 Summary

sum up the slightly different LES structures resulting from each tunneling event. This weakens the visibility of the divergence considerably.

- Focal averaging (see Section 2.2.2) similarly weakens the divergence, since the caustic location has to be averaged over the intensity distribution.
- Quantum mechanical effects tend to smear out classical divergencies due to the presence of a phase, meaning that measured distributions will typically be even smoother.

A divergence should not be expected in a real experiment; rather a broad maximum is found.

Fig. 5.14 shows the gradual inclusion of the classical effects into the simulation, for a 12 cycle pulse at $\lambda = 1.8 \, \mu m$ and $I = 1.8 \times 10^{13} \, W/cm^2$ ionizing xenon. The parameters are chosen to coincide with those of [82]. Panel (a) has ionization artificially limited to the center half-cycle only, giving clear caustics for the LES. Also the extension of the VLES is visible, corresponding to the main prong of the fork structure [83]. In (b) ionization takes place in the full pulse, giving symmetric recollision features and overall broader features. Finally (c) shows the focal averaged result, giving broad features shifted to lower energy, according to Section 3.5.1. In (d) the corresponding distribution is shown as it could be measured, without desymmetrization (cf. Section 3.4.5. While less sharp the LES structures are still visible; especially the maximum at $p_{\rho}$ according to the model Eq. (4.14), resulting from the cusp singularity, is prominent, as is the forward direction LES at the $z$-axis. Fig. 5.15 shows a detail including the marginal distributions, showing how the LES features could be observed.

By initially disregarding these complications, it is possible to understand the recollision by itself and the divergence which results in the ideal case, which is the main purpose of this chapter.

5.5 Summary

The critical line is the central feature of the low energy recollision, and it governs the whole spectrum in an intuitive way - for initial conditions close to the critical line the spectrum is enhanced, far away from it there is no effect. The different features that have been associated with the LES in the past can all be linked to the critical line in the following ways:

5.5.1 The caustic

The caustic itself, which is the image of the critical line in the joint momentum spectrum, was discussed in [65], without discussion of the deflection function or the diagonalization treated here, but rather as a phenomenological result from classical calculations. In measured 2dPMD from experiments, caustic-like structures appear [73]. They are rather weak due to the effects of Section 5.4 and quantum effects, that generally tend to smear out classical divergencies [65,84].

The "transverse LES" discussed in [82], manifested there as a fork-like structure, is identified here as the "tail" of the caustics, which extends to large transverse momenta. The elastic recollision assumptions of [82] reproduce the structure for large energies; for small energies the inelastic recollision treated in
Figure 5.14: Different stages of realism in simulations. (a) Ionization at central cycle only. (b) Ionization in full pulse. (c) Including focal averaging. (d) Measurable result without desymmetrization. 12 cycle pulse, $\lambda = 1.8 \, \mu m$ and $I = 1.8 \cdot 10^{13} \, W/cm^2$ ionizing xenon. Logarithmic color scale.

Figure 5.15: Detail of Fig. 5.14 (d) using a linear color scale making the LES more prominent, with marginal distributions showing the visibility of LES features. Arrows point to the predicted momenta by the LES trajectory model.
this chapter gives a more detailed view and reproduces the shape of the caustic. There is no essential disagreement in the results; in particular it is clear in Fig. 5.14 that the caustics extend to large energies where they take the shape described in [82].

We further point out that the shape of the VLES caustic strongly resembles the "v-shape" that has been observed in several experiments and simulations. It seems likely that this v-shape is indeed due to recollisions of the VLES type.

The question that has been raised in previous discussions, whether the effect is predominantly along the polarization direction ("bunching") or the transverse direction ("focusing") is somewhat inappropriate for the caustic, since the bunching effect we discuss here is acting in all directions, and depends on the angle $\varphi$ from the origin to the turning point. Pure bunching in one or the other direction does occur for specific values of $\varphi$ but has no fundamental importance - all bunching directions are on an equal footing. The underlying reason is the potential $\Phi$ of Eq. (4.3), which is almost radially symmetric for the relevant angles, thus allowing bunching in a large range of angles. The strength of bunching is not equal for all angles but also not sharply peaked anywhere, though a quantitative treatment of this question requires studying the higher derivatives of $\Phi$ which is beyond the scope of this work.

### 5.5.2 Longitudinal bunching

The general properties of caustics, outlined in Appendix A.5 show that the marginal distribution will have a divergent peak wherever the caustic runs perpendicular to the direction. Equivalently, there will be a saddle point in the deflection function of the momentum in that particular direction. The marginal spectrum along the laser polarization axis will have two such peaks per LES recollision due to the general shape of the caustic. This is the longitudinal bunching discussed in [67]. Simulations show that this is a very strong effect and gives a clear series of peaks. The VLES peak tends to be hidden by FTI unless the pulse is very short. The visibility is further obscured by averaging over the focal intensities and different ionization cycles within the pulse (for longer pulses), giving the appearance of a "double hump" that has been observed many times [59, 71].

### 5.5.3 Forward-direction LES

One major advantage of the method discussed here, where fully differential information about the momentum spectrum is available, is the ability to analyze the conditional spectrum along arbitrary direction. This is the setting where the LES was discovered and where most of the discussions have been centered. From the deflection functions one immediately sees that the spectrum in forward direction will have a peak when the initial conditions giving forward motion are close to the critical line.

Important in shaping the conditional forward spectrum is the restriction on initial conditions leading to forward motion. This gives a line in initial phase space, which comes close to the critical line only once for each LES event, thus giving a peak. Using an approximate diagonalization the angle of bunching is typically around $30^\circ$ at the peak maximum, i.e. more longitudinal than...
transverse. It is however quite rapidly changing also within the peak, due to the recollision angle $\varphi$ changing rapidly.

Since the matrix $G(\varphi)$ is almost constant for the relevant angles, the $r$-dependence is dominating the bunching eigenvalue. Thus the maximum of the LES peak roughly corresponds to the trajectory with turning point closest to the origin.

### 5.5.4 Final remarks

The LES should therefore best not be seen as a purely directional effect but rather a signature of a divergence in the spectrum: a critical line in the initial conditions giving a caustic in the final joint momentum distribution. This caustic is not directly visible in one-dimensional spectra: it manifests itself as a (in principal divergent) peak in the marginal distributions along any direction, and traces of it can be visible in the conditional spectra. Specifically in the forward direction, the effect is seen by an accumulation (but not divergence) which is due to bunching in rapidly changing angle, typically centered around 30°.

The longitudinal bunching of [67] thus describes the effect in the marginal spectrum in the polarization direction, and the saddle point in the deflection function discussed there is a special case of the critical line. The "Coulomb focusing" of [63] is more dubious to interpret in our context - while there is pure bunching in the transverse direction, this does not give a peak in the forward direction but with quite some offset, due to the negative transverse momentum (resulting from passing by the ion) of electrons recolliding at $\rho = 0$. Due to the pure geometric effect, the differential distribution along $z$ will diverge [85], but this is true for all longitudinal momenta since, from the passing of the ion, there are electrons present with $p_\rho = 0$. 
Chapter 6

The Zero-energy-structure

In this chapter a recently discovered [6] feature at the extreme low end of the photoelectron energy spectrum is discussed. The basic experimental setup remains the same as in previous chapters. The observation was made through combination of the high precision COLTRIMS detection method [23] with a high intensity mid-IR laser ($\lambda = 3.2 \mu m$), thereby probing a new parameter regime.

The origin of the observed peak in [6] was unknown. Compared to the LES, which was also detected in the experiment, it occurred at a much smaller energy scale. Its peak momentum value was in fact indiscernible from zero, within the experimental resolution. Its high concentration around zero made it a pronounced visible peak in the momentum spectrum, even though its total weight was small compared to larger scale features. It was speculated to be formed by either some recollision mechanism distinct from the LES one, or by ionization of bound states initially formed by the FTI mechanism Section 2.5. It soon became referred to as the zero-energy-structure, ZES.

The structure was confirmed experimentally in [86], together with a qualitative theoretical description in [73]. A fully quantitative theory in agreement with experiments was given in [8], where the results were reported that are described in more detail in this thesis.

In this chapter and the next a complete classical theory of the ZES is presented, along with numerical simulations. The explanation relies on the FTI mechanism of Section 2.5 for population of highly excited atomic states, followed by ionization of these states by an external electric field. This field is present in the detectors used in [6] and similar experiments. The ZES can thus be regarded as an experimental artefact which does not indicate unknown features of the laser-atom interaction, as was speculated initially. On a more positive side, it does show the result of a physical process which is susceptible to a complete analysis, and could potentially resolve very fine details about the physics of the problem, especially with an increase in precision from that of today.

In Section 6.1, the experiment and the workings of the detection apparatus is described from a theoretical point of view. In Section 6.2 our hypothesis is put forth and the different time scales of the motion is discussed. This indicates that the physics of ZES formation is that of the Stark problem, which is described in Section 6.4. Only the aspects important for the ZES are discussed.
A detailed analysis of the motion is postponed until Chapter 7, in order to keep the reasoning in direct connection with the experiment clear. Simulation results are shown in Section 6.5, demonstrating that the simple scaling properties resulting from the Stark model are indeed reproduced by a full numerical treatment. In Section 6.6 a comparison with experimental data is made, confirming the validity of the Stark scaling.

### 6.1 Experimental observation

#### 6.1.1 Properties of the ZES

The first observation of the ZES [6] was done in an experiment with laser wavelength of 3.2 µm and intensity of $I = 10^{14}$ W/cm², with a pulse length of ca 50 fs corresponding to around 6 cycles, ionizing argon atoms. The full 3D photoelectron momentum distribution was measured; the central part is shown in Fig. 6.1. The experiment is clearly in the classical regime since no interference patterns are visible; the LES was also detected. The ZES is the narrow peak very close to zero, at momenta where previous studies have not shown any particular features.

[6] reported the following characteristic properties of the peak:

1. A significant single peak on top of a comparatively flat background.

2. Peak energy at a few meV, within experimental resolution from 0.

![Figure 6.1: Experimental detection of ZES, from [6].](image)
6.1 Experimental observation

Figure 6.2: Sketch of the reaction microscope setup. The \( z \)-axis is antiparallel to the electric field. The magnetic field makes the real experimental situation more complicated but the measurement in \( z \)-direction is untouched.

3. A small shift towards negative momentum, however also within experimental resolution from 0.

The peak also appeared in the experiments of \([73, 86]\), where a shift was not clearly seen.

6.1.2 Principle of the reaction microscope

All ZES experiments were done using a so-called reaction microscope (REMI) \([23]\) utilizing the COLTRIMS (cold target recoil ion momentum spectroscopy) technique. Its purpose is to measure the full 3D momentum spectrum of electrons and ions, resulting from some interaction process (not limited to photoionization but including all kinds of scattering processes). For single-ionization processes, the ability to simultaneously measure the electron and ion products enhances the precision \([87]\).

The central part of the reaction microscope is a vacuum chamber, where the target atoms are inserted as a dilute gas. On each side, a detector plate is placed at a macroscopic distance (typically decimeters) from the interaction region. Charged particles are guided towards the detector plates by a weak electric field, sending positive particles to one plate and negative particles to the other. In order to handle the large possible velocities of light particles (in our case, electrons) and keep them confined within the chamber until they reach the detector plate, a magnetic field is applied parallel to the electric field, giving the particles a spiralling motion. For technical details on the setup, the reader is referred to \([23]\).

Important from the theoretical side are the following points only. The scattering process under study takes place under influence of external electric and magnetic fields, that guide the electrons and ions to the detector plates. The magnetic field is irrelevant for our problem, since it only has significant influence at very high electron velocities that are only reached on macroscopic distance from the ion. It is neglected in the following. The electric field typically ranges between \(1 - 10\) \(\text{V/cm}\), which is much weaker than other fields in the experiment, leading one to assume that it does not change the scattering process appreciably.
Having escaped the scattering region, the electrons are accelerated by the external field, deflected by the magnetic field, and then hits the detector at a specific position \( \mathbf{r}_d \) and time \( t_d \). The time of interaction \( t_0 \) is precisely known due to the shortness of the laser pulse, so the time of flight to the detector \( t_d - t_0 \) is known to high accuracy. So is the position at the detector plates \( (x_d, y_d) \). Thus one obtains the initial momentum in two directions \( (x, y) \) - the plane of the detector plate - from its position and flight time, and the momentum in the third direction \( z \) - that of the detector field - from time of flight only:

\[
p_{z(m)} = F t_{\text{ref}} - F t_d .
\]  

\( t_{\text{ref}} \) is a reference time corresponding to motion from the laser focus to the detector under influence of the extraction field only; it is typically not calculated but instead the line \( p_{z(m)}^0 = 0 \) is manually calibrated from measured data.

It is immediately seen from Eq. (6.1) that the REMI cannot distinguish between an electron with a certain initial momentum in the direction opposite to the detector plate, and an electron which, for whatever reason, spends a certain amount of time in the interaction region before escaping, with low velocity, to the detector.

### 6.2 Hypothesis

Our model for ZES formation relies on two points:

1. FTI populating excited atomic states across threshold (Section 2.5).
2. The electric field of the detector ionizing some of these states.

Field ionization of Rydberg states by an external electric field is a common experimental technique [88], but it is not clear from the outset how electrons from that process will be detected in the REMI setup. For bound states, it is meaningless to talk about a definite final electron velocity after interaction, since the electron moves in Kepler ellipses around the ion. What we will show is that in an intermediate energy range the electron does escape to the detector, but only after spending a long time in the vicinity of the ion. This means that compared to what one expects without taking the electric field of the detector into account:

1. The liberated electrons show up at the detector, forming a peak (as will be shown).
2. They are detected with very low energy.
3. They are most likely to arrive a little later than \( t_{\text{ref}} \), due to the delay time in escaping the influence of the ion.

The three essential features of the ZES are thus reproduced.

### 6.3 Separation of time scales

The creation of bound states by FTI and the ionization by the extraction field occur on vastly different time and length scales, so they can be viewed as sequential processes.
The first step, the FTI, is already contained in a complete description of the strong-field ionization process, and serves essentially as giving initial conditions for the second step. The second step by itself is field ionization of Rydberg states, as widely used in studying high-lying atomic states and their response to external fields. The generality of our model does not even require step 1 to be a strong-field laser experiment; any physical process (broadband one-photon excitation, inelastic collisions etc) producing a rather flat spectrum across threshold would lead to the same physical situation. We will therefore make less reference to the strong-field excitation and discuss the field ionization in as general terms as possible.

The total Hamiltonian is

$$H = \frac{p^2}{2} - \frac{1}{|x|} + x \cdot E_L(t) + x \cdot E_C$$

where $E_L(t)$ is the time-dependent electric field of the laser, and $E_C$ the constant field of the detector. The combined potential of the ion and the laser field during tunneling is shown in Fig. 6.3, compared with the potential of the ion and the detector field. The axes scales differ by many orders of magnitude. While the laser-atom interaction in the strong-field regime takes place on a length scale of nanometers and a typical energy scale of eV, the detector field perturbs the Coulomb potential only on a µm scale, and in meV of energy. This also leads to a similar separation of time scales. The laser oscillates on a fs time scale, while the escape of electrons with $E = 0$ typically takes nanoseconds for experimental field strengths. Closer to the barrier, the delay is even longer.

For motion in the potential of Fig. 6.3b, the motion of Fig. 6.3a gives only initial values. Once the laser pulse is over at time $t_1$, we still have $\tau(t_1) \ll 1 \mu m$ for low energy electrons. The spectral features produced by step 1 - LES, VLES and others - are typically not resolved at the order of meV, giving an almost flat spectrum. The same is true for quantum features not included in the classical simulations, where ATI peaks (single photon peaks) still have a width $\gg 1$ meV.

We are thus led to study step 2 separately, for a given initial distribution that can be obtained in simulation from step 1, or approximated by some reasonable assumptions. One complication is that we are not only interested in the momentum distribution of the liberated electrons, but also their time of flight to the detector, since this is the measured quantity that enters into Eq. (6.1) in order to calculate the initial velocity along the extraction field axis.

### 6.4 Stark problem

The situation in the extraction field (step 2) is the well-known Stark problem [89] of an electron under the combined influence of an ionic potential and a constant electric field.

Since we are interested in motion on a µm length scale of a single liberated electron, multi-electron and polarization effects are neglected (like in the laser-driven motion in previous chapters) giving the single-electron hydrogenic Hamiltonian:

$$H = \frac{p^2}{2} - \frac{1}{|x|} - F_z \quad (6.2)$$
where as always in the following the field is oriented antiparallel to the z-axis; 
\( E_C = -F e_z \). The difference to Eq. (2.1) lies simply in the constant final term, as opposed to a time-dependent laser term. This gives a drastic simplification and allows fully analytical solutions.

### 6.4.1 Scaling properties

Eq. (6.2) allows the general scaling [90]

\[
p = p' F^{1/4} \\
x = x'/F^{1/2} \quad (6.3)
\]

which is seen by introducing the scaled quantities in Eq. (6.2), arriving at

\[
H = \frac{p'^2 \sqrt{F}}{2} - \frac{\sqrt{F}}{|x'|} - \frac{x'}{\sqrt{F}} \cdot F = \sqrt{F} H'
\]

Since an overall factor in the Hamiltonian does not enter into the equations of motion, this is equivalent to the original Hamiltonian with energy scaled as

\[
E = \sqrt{F} E'. \quad (6.4)
\]

The scaling of time is also obtained as

\[
t = x/p = x'/p' F^{-3/4} = t' F^{-3/4} \quad (6.5)
\]

It therefore suffices to study the scale-free \((F = 1)\) Hamiltonian

\[
H = \frac{p'^2}{2} - \frac{1}{|x'|} - x' \cdot e_F \quad (6.6)
\]

and then scale all results according to Eqs. 6.3-6.5 for arbitrary field strengths. Here \(e_F\) is a unit vector in the direction of the constant field \(F\).

The scaling alone tells a great deal about the motion. The overall ionization threshold, being a limit in energy, must scale as \(\sim \sqrt{F}\). Any structure in the final momentum, as measured in the experiment, must scale as \(\sim F^{1/4}\).
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Figure 6.4: The Stark potential along the field axis in scaled units. The barrier is located at $z' = 1$ and its maximum is at $E' = -2$.

Figure 6.5: Level curves of the parabolic coordinates defined by Eq. (6.8)

We always take the constant field along the $z$-axis. The potential of Eq. (6.6) is then, dropping the primes,

$$ V = -\frac{1}{|x'|} - z'. $$

The potential along the $z$-axis is shown in Fig. 6.4. It has a minimum at $z' = 1$, taking the value $V(1) = -2$. Combined with the scaling Eq. (6.4) this is the well-known limit for field ionization [88]

$$ E_{\text{min}} = -2\sqrt{F} $$

which is widely used in the context of static field ionization of Rydberg states. It is the lower limit of accessible energies; whether a state is actually ionized depends also on the motion in other directions. This is analyzed by properly separating the problem, as is done next.

6.4.2 Separation of variables

From now on we drop the primes and use exclusively scaled units unless otherwise noted. The Hamiltonian Eq. (6.6) is separable in parabolic coordinates.
Define in 3D \([91]\)

\[
\begin{align*}
\rho &= \sqrt{\xi \eta} \\
\xi &= r + z \\
\eta &= r - z \\
x &= \rho \cos \varphi, \quad y = \rho \sin \varphi, \quad \varphi = \arctan(y/x) \\
r &= \sqrt{\rho^2 + z^2} = (\xi + \eta)/2 & \xi, \eta \geq 0
\end{align*}
\] (6.8)

See Fig. 6.5. Restricting to the planar problem gives \(\varphi = 0\) or \(\varphi = 180^\circ\). Since the parabolic coordinates are always positive, \(\varphi\) makes a discontinuous jump whenever the \(z\)-axis is crossed.

The Hamiltonian doesn’t depend on \(\varphi\), so it is a cyclic coordinate; in our problem we can to good approximation set \(p_\varphi = 0\), leading to a 2D situation.

The Hamiltonian Eq. (6.6) in parabolic coordinates then becomes

\[
H = 2\frac{\xi p_\xi^2 + \eta p_\eta^2}{\xi + \eta} - \frac{2}{\xi + \eta} - \frac{\xi - \eta}{2}
\]

Since energy is conserved, we can write the Hamilton-Jacobi equation \([92]\) as

\[
2\xi \left( \frac{\partial S}{\partial \xi} \right)^2 + 2\eta \left( \frac{\partial S}{\partial \eta} \right)^2 - 2 - \frac{\xi^2 - \eta^2}{2} - E(\xi + \eta) = 0
\]

which separates into

\[
2\xi \left( \frac{\partial S}{\partial \xi} \right)^2 - 1 - \frac{\xi^2}{2} - E\xi = \beta
\]

\[
2\eta \left( \frac{\partial S}{\partial \eta} \right)^2 - 1 + \frac{\eta^2}{2} - E\xi = -\beta
\]

where \(\beta\) is a constant of motion that can be identified as

\[
\beta = -\left( -\frac{z}{r} + p_x(zp_x - xp_z) \right) - \frac{x}{2}.
\] (6.9)

This gives expressions for \(p_\xi\) and \(p_\eta\):

\[
p_\xi = \frac{\partial S}{\partial \xi} = \sqrt{\frac{E}{2} + \frac{\beta}{2\xi} + \frac{1 + \xi^2/2}{2\xi}}
\] (6.10)

\[
p_\eta = \frac{\partial S}{\partial \eta} = \sqrt{\frac{E}{2} - \frac{\beta}{2\eta} + \frac{1 - \eta^2/2}{2\eta}}
\] (6.11)

and the action is given by

\[
S = \int p_\xi d\xi + \int p_\eta d\eta.
\] (6.12)

The separation constant \(\beta\) can be given an intuitive meaning when considering the limiting case of trajectories passing through the origin. (All trajectories of interest in our case are of this kind, since they start very close to the origin in the scaled coordinates.) For such trajectories, close to the origin \(r \parallel p\), so in
polar coordinates $z = r \cos \varphi$, $\rho = r \sin \varphi$, $p_z = p \cos \varphi$, $p_\rho = p \sin \varphi$. Eq. (6.9) goes into

$$\beta = \cos \varphi - p^2 r \sin \varphi (\sin \varphi \cos \varphi - \cos \varphi \sin \varphi) - \frac{r \sin \varphi}{2} \longrightarrow \cos \varphi$$

as $r \longrightarrow 0$. $\beta$ is simply the cosine of the angle of the escaping trajectory towards the $z$-axis, cf. Fig. 6.6. $\beta = 1$ means the trajectory goes along the $z$-axis to infinity, while $\beta = -1$ means it starts in negative $z$-direction. Since a trajectory cannot go through the origin, such a motion will never result in ionization, so $\beta = -1$ gives a trapped electron for all energies. This is a periodic orbit of the Stark problem [93,94]; for $E \geq 0$, it is the only one. For lower energies, there is a range of periodic orbits, as is seen by studying the motion given by Eq. (6.10) and ((6.11) in detail as follows.

### 6.4.3 Initial conditions

We always have the initial condition

$$\rho(0) = z(0) = 0.$$  

The initial momentum is given in terms of $E$ and $\beta$ by

$$p_\rho = \sqrt{2E} \sin \arccos \beta = \sqrt{2E} \sqrt{1 - \beta^2}$$

$$p_z = \sqrt{2E} \beta.$$  

$E$ and $\beta$ must in principle be distributed according to the full laser-induced dynamics. They can for a first treatment however be approximated as constant in the allowed range:

$$w(E) = 1/2 \quad \text{for} \quad -2 \leq E \leq 0$$

$$w(\beta) = 1/2 \quad \text{for} \quad -1 \leq \beta \leq 1.$$  

The real distribution in $\beta$ does change depending on the setup, especially when changing the angle between the laser polarization and the extraction field direction. The change induced by this is too small to be seen in the experiments discussed here; it could possibly be observed in future experiments with higher resolution and/or stronger extraction field (which makes features easier to see due to the scaling Eq. (6.3)). Some other excitation mechanism, e.g. broadband single-photon excitation, would also lead to a different $\beta$-distribution. The dynamical features presented here do in most cases still prevail, since only the relative weight of the contribution to the spectrum is changed (cf. Appendix A.3).
6.4.4 Field ionization threshold

We can rewrite the expressions Eq. (6.10)-(6.11) as

\[
\begin{align*}
\psi_\xi &= \sqrt{\frac{1}{2} (E - V_\xi(\xi))} , & V_\xi &= -\frac{1 + \beta}{\xi} - \frac{\xi}{2} \\
\psi_\eta &= \sqrt{\frac{1}{2} (E - V_\eta(\eta))} , & V_\eta &= -\frac{1 - \beta}{\eta} + \frac{\eta}{2}
\end{align*}
\]

(6.13)

(6.14)

The two potentials depend parametrically on \( \beta \); they are plotted in Fig. 6.7. Motion in \( \eta \) is clearly bound for all energies and separation constants, with a turning point at

\[
\psi_\eta = 0 \implies \eta = E + \sqrt{E^2 + 2(1 - \beta)} .
\]

In \( \xi \) there are turning points at

\[
\psi_\xi = 0 \implies \xi = -E \pm \sqrt{E^2 - 2(1 + \beta)}
\]

which are only real if the condition

\[
E \leq -\sqrt{2(1 + \beta)} \implies \beta \leq E^2/2 - 1
\]

is fulfilled. Thus we get the more precise ionization condition corresponding to Eq. (6.7), but including the fully separated problem

\[
E_{\text{lim}} = -\sqrt{2(1 + \beta)} .
\]

(6.15)

For linear motion in positive direction (going over the saddle point in the potential towards the detector), \( \beta = 1 \) so the value \( E_{\text{lim}} = -2 \) is recovered, corresponding to Eq. (6.7) and Fig. 6.4.

A schematic picture of the ionized states in the \( E, \beta \)-plane of initial coordinates is shown in Fig. 6.8. For all energies \( E < 0 \), there is an interval of \( \beta \)-values giving bound motion, i.e. periodic orbits. The total weight of the bound states (for a flat initial distribution) is found as

\[
\frac{\int_{-2}^{0} dE(E^2/2 - 1)}{\int_{-2}^{0} dE} = \frac{[E^3/6 - E]_{-2}^{0}}{2} = \frac{1}{3} .
\]

(6.16)
6.4 Stark problem

![Figure 6.8: The square of initial conditions, with bound and free states indicated.](image)

![Figure 6.9: Final measured momentum distribution in scaled units.](image)

6.4.5 Final momentum distribution

The measured momentum spectrum of the Stark motion, with initial conditions evenly distributed within the allowed range, is shown in Fig. 6.9.

Note that the measured momentum along the field $p_z^{(m)}$ is given by the physical time of flight, according to Eq. (6.1).

A peak is clearly formed close to the $z$-axis, at $p_z^{(m)} \approx -0.6$. In addition to this a series of peaks with decreasing magnitude appear at larger negative $p_z$. The main peak, which is very prominent compared to its the background, is identified with the ZES.

The formation of the spectrum is discussed further in Chapter 7.

It is important to note that, due to the scaling properties of Eq. (6.3), Fig. 6.9 is completely general and depicts the spectrum for any extraction field strength. By scaling the axes by $F^{1/4}$ (atomic units) the momentum spectrum for a specific field strength is obtained.

This points to the universality of the ZES; its qualitative properties are completely independent of the field strength. The quantitative change of these
properties are directly predicted by the Stark scaling.

6.5 Simulation results

Simulations were carried out for the full problem of laser driven dynamics under the additional extraction field, by modifying the CTMC method; see Appendix C.

The results of a simulation including the detector field is shown in Fig. 6.10. The parameters were chosen according to those of [6]: laser wavelength $\lambda = 3.2 \, \mu m$, intensity $10^{14} \, \text{W/cm}^2$, extraction field strength $F = 1.5 \, \text{V/cm}$. The ZES turns up close to zero momentum, very similar to the experimental result of [6]. Looking in detail there is a slight shift towards negative momentum in the direction of the detector field.

A second simulation result is shown in Fig. 6.15. Here the detector field is turned $90^\circ$ with respect to the laser polarization, giving a small shift towards negative $y$-momentum.

The simulations clearly show that the ZES can result from including the detector field in the simulation. While this does not prove that this is indeed what was seen in [6] it gives clear evidence for this. Most importantly the simulations presented here are a very accurate description of the experiment (within the limits of classical physics, see Section 6.7 for a discussion on this point). If the ZES is due to something else, why is the peak described here not visible?

6.5.1 Scaling of momentum

We investigate the scaling properties of the ZES peak numerically and compare to the expected scaling in Section 6.4. In the simulation this is simply done by
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![Simulation results graph]

Figure 6.11: Momentum spectra along the extraction field axis $z$ with laser polarization in the $x$-direction. Integration limited to $|p_z| \leq 0.1$ and $|p_y| \leq 0.1$, in scaled units.

![Scaling of ZES peak position graph]

Figure 6.12: Scaling of the ZES peak position with extraction field strength. The theoretical value $-0.6F^{1/4}$ is compared to simulated results.

changing the value of the extraction field strength $F$.

Fig. 6.11 shows the momentum spectra in $p_z$, i.e. integrated over a narrow range $p_x$ and $p_y$, for three different field strengths and the setup of Fig. 6.15 of an extraction field perpendicular to the laser polarization. The axes have been scaled according to Eq. (6.3), in order to illustrate the generality of the peak shape. Then all three spectra lie on top of each other, confirming the overall scaling. The integration limits in other directions are also scaled: here, the scaled limit $|p| \leq 0.1$ was used for $p_x$ and $p_y$. Since the peak is centered on the $z$-axis choosing different limits will not affect its location much, but the shape may change slightly. For direct comparison, the proper scaling should be applied for all coordinates.

The excellent agreement between the curves of Fig. 6.11 shows that the laser-driven motion is indeed unimportant for the ensuing extraction dynamics. Only the latter can be rescaled by Eq. (6.3); the length- and momentum scales of the laser driven electron is the same for all field strengths in real coordinates; hence in scaled coordinates they are different in each case. Since time is also scaling according to Eq. (6.5), we are effectively changing both laser wavelength
and intensity in the scaled problem for each different extraction field strength. That the universal shape of Fig. 6.11 survives untouched is clear evidence for the separation of the two processes.

Another feature of Fig. 6.11 is the second peak located around $p_z = -3$. While much weaker than the main peak, it is visible and corresponds to the peak close to $p_z^{(m)} = -3$ in Fig. 6.9. Due to its weakness it may be hard to detect experimentally; it would however give strong support to our model if observed.

The location of the momentum peak (in real, unscaled coordinates) is shown in Fig. 6.12. The theoretical curve is obtained by combining the $F^{1/4}$-scaling of Eq. (6.3) with the absolute peak location in scaled coordinates, approximated as $p_z \approx -0.6$. This value was extracted from Fig. 6.11.

### 6.5.2 Scaling of energy

In simulation the number of escaped electrons can simply be counted and is plotted as function of field strength is shown in Fig. 6.13. Since the absolute scale has no meaning here it is plotted as a log-log plot, so that the square-root behaviour of Eq. (6.4) gives a line with slope 0.5. Such a line fits the simulated points extremely well, confirming the energy scaling $\sim F^{1/2}$.

The number of liberated electrons divided by the total number of electrons in the energy range $(-2\sqrt{F}, 0)$ is also shown in Fig. 6.13 and roughly agrees with the value $2/3$. The small, but systematic, offset is caused by the non-homogeneous distribution of $\beta$-values. The $\beta$-distribution is almost independent of energy, so the small correction necessary is the same for all field strengths, giving a constant shift of the numerical points.

Numerically also the measured energy spectrum can be compared before and after the extraction. (We mean here the detected energy; the physical energy is of course constant.) It is shown in Fig. 6.14. The flat pre-extraction (and physically correct) spectrum is distorted, and a narrow peak is formed above threshold with a corresponding dip below it. Note however that not all states are ionized; there are still populated states in the region $E \in (-2, 0)$, in direct correspondence to Fig. 6.8.
6.6 Comparison with experiment

The scaling of the ZES momentum peak was measured experimentally in a collaborative work [8]. The offset from zero was measured by orienting the extraction field perpendicular to the laser polarization axis. Due to the cylindrical symmetry of the laser-induced process, the distribution of higher energy electrons (not significantly influenced by the extraction field) must be symmetric around the polarization axis; the offset of the ZES from this axis can then be measured very accurately. This breaks however the cylindrical symmetry of the full problem.

A typical measurement result together with a corresponding simulation is shown in Fig. 6.15. In order to increase the contrast the experiment was done at laser wavelength of 800 nm, in a regime where the CTMC simulation does not reproduce overall features well. The symmetry axis and ZES is however clearly visible and makes a comparison possible. The agreement illustrates that the details of the laser driven motion is not important for the ZES peak formation.

The scaling of the peak location with field strength is shown in Fig. 6.16. There is no parameter fitting involved; the curve comes directly from theory, while the experimental dots are the direct measurement results. While agree-

Figure 6.14: Example of a spectrum with and without inclusion of the extraction field. The arrow points to the barrier value $E = -2\sqrt{F}$.

In an experiment, the peak above threshold is certainly measurable, and since it is sitting on a constant background, its area could be determined. This area then directly corresponds to the area missing in the "dip" region below threshold. The ZES could in this way be used to gain information about the occupation of Rydberg states after FTI. Unfortunately, in the experiments described in Section 6.6 the energy spectra were not detailed enough for a reliable analysis. The idea was however put forward in [73], where a discrepancy between their experimentally measured ZES weight and their theoretically expected one can be explained exactly by a failure of taking the factor $3/2$ into account.
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Figure 6.15: Comparison of the ZES in simulation (top) and experiment (bottom). Laser wavelength \( \lambda = 800 \) nm, polarization perpendicular to the extraction field. Only momenta with \( |p_y| < 0.01 \) are recorded. For the marginal spectra, an integration interval \( |p_x| < 0.005 \) was used.

Figure 6.16: Position of the ZES peak as function of field strength, theoretical (curve) vs. experimental (dots). \( \Pi^* \) denotes the momentum of the ZES peak, with the value \(-0.6\) in scaled coordinates and the scaling \( F^{1/4} \) with the field strength. From [8].
ment is not perfect, it is a strong indication that Stark dynamics is at play, and that the model described here is the mechanism behind the peak, as conjectured in Section 6.2.

6.7 Quantum effects

The separation of variables used here is identical to the one used when describing the strong-field tunneling process (Section 2.3.2) [38]. Physically, quantum tunneling must certainly be possible also in the case of a constant field. The very weak fields involved in the extraction process makes this a highly improbable event that can be neglected.

This is seen by studying the scaling of the action corresponding to Eq. (6.3):

$$S = \int p \cdot dq = F^{-1/4} \int p' \cdot dq'. $$

The intermediate step between quantum mechanics and classical mechanics is semiclassics, where the idea is to assign a phase given by $\exp(-iS/\hbar)$ to each classical trajectory. Changing the field strength and seeing how the phase changes in this expression, is then equivalent to scaling $\hbar$ according to

$$\hbar = F^{1/4}\hbar'$$

so in the weak field limit, $\hbar$ similarly gets smaller, leading to a suppression of quantum effects. The semiclassical aspects of the Stark problem for field-ionized trajectories has been studied extensively [95–97], showing excellent agreement with experiments [98–100]. Interference structures from field ionization was seen at field strengths around $F \sim 1$ kV/cm. At our field strengths $1 - 10$ V/cm $\hbar$ is about $3 - 5$ times smaller, and the interference patterns will be accordingly denser and harder to resolve. Mainly however the classical trajectories were found to describe the dynamics very accurately [100], supporting our fully classical treatment.

We can estimate the breakdown of classical mechanics by using the analytical expression for $p_\xi$ in Eq. (6.10). Quantum tunneling and reflection could happen close to the ionization barrier in $\xi$, for energies close to $-2$. A quantitative measure of the "quantumness" of a trajectory is given in semiclassical theory by the quantality function [101, 102] (sometimes referred to as the "badlands function"):

$$Q = \hbar^2 \left( \frac{3}{4} \frac{p'^2}{p^2} - \frac{p''}{2p^3} \right)$$

(6.17)

It is shown in Fig. 6.17, using the momentum at the barrier, $p = p_\xi(1)$, where quantum effects are most severe, for a field strength of $F = 10$ V/cm. Changing the field strength means scaling the $y$-axis by $F^{1/4}$. In practice therefore the extraction fields used, in the range of $1 - 10$ V/cm, will only slightly modify Fig. 6.17. The arrows are pointing to the $\beta$-values corresponding to the first and second return to $p_\xi^{(m)'} = 0$, for each energy. It is seen that, at least for the first two returns, the quantality functions stays well below 1, so that a classical treatment is very accurate. Further, the interval of significant quantum behaviour is limited to a narrow range around $\beta = E^2/2 - 1$ (i.e. close to the
Figure 6.17: The quantality function of Eq. (6.17) for $F = 10$ V/cm, evaluated at the barrier top $\xi = 1$. Arrows point to the $\beta$-values giving the first two returns to $p^{(m)} = 0$ for the corresponding energies.

barrier), so the trajectories in that range will only give small contributions to the spectrum and the classical features coming from the large over-the-barrier region, is dominating the final spectrum.

All in all, the prominent classical features that do arise will not be destroyed by a small quantum correction - semiclassically they form the basics of the spectrum, with interferences modifying them. This agrees with the conclusion of [100].

6.8 Summary

The hypothesis presented in Section 6.2 is supported by simulation results, where inclusion of the extraction field leads to a ZES in the measurement. Due to separation of time and energy scales, the extraction step is reduced to Stark motion, obeying the general scaling Eq. (6.3) and leading to a peak in the momentum spectrum, as shown in Fig. 6.9. The peak location together with the scaling agrees with simulation results of the full problem for a large range of extraction field strengths, and shows reasonable agreement with experimental results, without any free parameters. It was further shown that measuring the peak weight can in principle lead to information about the population of negative energy states, that would remain bound were it not for the extraction field.

The experimental ZES is thus explained in a consistent way. At first glance this may be a negative result, since the ZES is created by the experimental detector and does not indicate any unknown physical process. There are however more positive aspects as well. Firstly, it does not signal a breakdown of the description in use of the laser driven ionization, so that the understanding of that process remains intact. Secondly, the presence of a ZES in a measurement indicates that Rydberg states were populated by the laser-atom interaction, with energies above $E = -2\sqrt{F}$ where ionization by the extraction field is possible. It is therefore a probe of high-lying Rydberg states, and could be used to obtain additional information about the final energy distribution after the laser pulse. In experiments with laser ionization of atomic clusters, release of
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bound electrons through an external field has been used to retrieve information about the cluster [103–105]. That the ZES has exactly the same origin suggests that similar ideas may be used.
Chapter 7

Stark dynamics

In this chapter the motion in the Stark field is discussed in detail and analytical results are obtained. The overall goal is to understand the momentum spectrum of liberated electrons Fig. 6.9. In particular the time dynamics corresponding to the measurement $p_z^{(m)}$ will be discussed, since discussions of the Stark problem typically do not address this question, while it is essential for our situation. The time development of an ensemble of trajectories is the new aspect of the Stark problem that we highlight, as discussed in Section 7.1.

The individual classical trajectories of the 2D Stark problem are known and have been described e.g. in [106] and [96]. A full discussion, including the time evolution and the 3D situation, is contained in [107]. The rich and surprisingly complex dynamics can be solved fully analytically. Since we are only interested in a limited energy range (cf. Section 6.4.3) we need not investigate all the different solutions that arise. We will outline the derivations with particular focus on how to obtain the asymptotic momentum and time delay, which show up in the ZES measurements.

7.1 Background

The interest in the Stark problem - an atom in an external electric field - dates back at least to [89], where it was seen that absorption lines of atomic spectra (the most powerful tool available to atomic physics at the time) were split and shifted when an electric field was applied to the atom. This so-called Stark effect was among the early successes of quantum mechanics [108], which could predict quantitatively the magnitude of the shift and the reason for the splitting (lifting of degeneracy due to breaking of rotational symmetry).

The Stark effect arises as an energy shift of a single atomic state; it is easily measured for low quantum numbers where different energy shells remain well separated even with the Stark shift, but gets increasingly complicated close to threshold where even a small energy splitting makes the energies overlap. Close to threshold a classical treatment gets increasingly accurate.

The tunneling induced by a weak electric field has also been used to study atomic states. The goal of this so-called ZEKE spectroscopy has been to resolve excited atomic states on a very fine energy scale, by laser excitation followed by tunneling ionization of specific Stark states. Due to the exponential dependence
of tunneling probability on energy, different energy states can be resolved very exactly by measuring the ionization time depending on the field strength. The focus has also here been on exciting one or a few states only, in order to retrieve information about them.

In the high-intensity excitation process described in this thesis, a very different energy distribution is obtained, one that is broad and almost flat across threshold. The energy scale of strong field processes is the ponderomotive energy $U_p$, which is typically tens of eV:s, meaning that state-selective excitation is impossible. Due to the large number of photons involved, the selection rules for angular momentum also play little role, so that all available angular momenta states are typically populated. In effect, a wave packet with an energy width of several $U_p$ and containing, for each energy, many different angular momenta, is created. This further supports the application of the classical method, which was used already for the excitation process itself in previous chapters.

Classical trajectories in a Stark field has been studied in various contexts. In atomic physics the most spectacular result is probably the observation of interference of different paths, leading to a diffraction pattern on a detector screen [100,109] as predicted by [96]. In these studies a semiclassical picture was used (classical trajectories + quantum phase) for electric fields around $F \sim 1$ kV/cm. However, the time dynamics did not have to be taken into account.

On a completely different scale, time dynamics of single trajectories have been studied. Due to Newtoninan gravitation having the identical form to Coulomb attraction, the Stark situation arises in astrophysics when studying a body moving in a gravitational field, combined with a constant field. A spaceship with a constant propulsion force, pointing in a certain fixed direction in space while passing close by (or orbiting) a planet, is the typical situation. In this situation time dynamics is of interest, asking questions like: how long does it take, after switching on the engines, to escape a planet’s gravitational field? Naturally the interest is however focused on single trajectories, and not ensembles of bodies as in the atomic situation.

The question: “for a given distribution of initial conditions for the Stark problem, what is the final distribution in momentum and time of escaping trajectories”, seems not to have been asked before.

### 7.2 Stark trajectories

We pick up where the discussion ended in Section 6.4.2, stating here the relevant equations Eq. (6.10), ((6.11)) and ((6.12)) again:

\[
p_{\xi} = \frac{\partial S}{\partial \xi} = \sqrt{\frac{E}{2} + \frac{\beta}{2\xi} + \frac{1 + \xi^2/2}{2\xi}}
\]

\[
p_{\eta} = \frac{\partial S}{\partial \eta} = \sqrt{\frac{E}{2} - \frac{\beta}{2\eta} + \frac{1 - \eta^2/2}{2\eta}}
\]

\[
S = \int p_{\xi} d\xi + \int p_{\eta} d\eta.
\] (7.1)

From the expression Eq. (7.1) we proceed by forming the derivatives of $S$
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with respect to the two constants of motion, \(E\) and \(\beta\).

\[
t = \frac{\partial S}{\partial E} = \int \frac{1}{4p_\xi} \, d\xi + \int \frac{1}{4p_\eta} \, d\eta
\]

\[
0 = \frac{\partial S}{\partial \beta} = \int \frac{1}{4 \xi p_\xi} \, d\xi - \int \frac{1}{4 \eta p_\eta} \, d\eta
\]

\[
\Rightarrow \int \frac{1}{2 \xi p_\xi} \, d\xi = \int \frac{1}{2 \eta p_\eta} \, d\eta = \tau
\] (7.2)

\[
t = \int \frac{\xi + \eta}{2} \, d\tau = \int r \, d\tau
\] (7.3)

The definition of the "scaled time" \(\tau\) is commonly called a Sundman regularization [110]. It was introduced to handle the divergency of the Coulomb potential at the origin; it falls out naturally of the treatment as the quantity which links motion in \(\xi\) with motion in \(\eta\).

In order to obtain the time evolution of the problem, i.e. \(\xi(\tau)\) and \(\eta(\tau)\), it is necessary to invert Eq. (7.2):

\[
\tau = \int \frac{1}{2 \xi p_\xi} \, d\xi = \int \frac{d\xi}{\sqrt{2E\xi^2 + 2\xi(1 + \beta) + F\xi^3}}
\]

\[
\tau = \int \frac{1}{2 \eta p_\eta} \, d\eta = \int \frac{d\eta}{\sqrt{2E\eta^2 + 2\eta(1 - \beta) - F\eta^4}}
\] (7.4)

and then find the time \(t\) from Eq. (7.3). Eq. (7.4) have the form of elliptic integrals [106], so their inverse will be (combinations of) elliptic functions [111].

Depending on how the roots of the polynomial under the square root sign in Eq. (7.4) are distributed in the complex plane, the final result takes different forms. Our interest here is limited to the case of ionizing trajectories, starting at the origin, below the field-free ionization threshold \(E = 0\). This corresponds to a single case. Referring to Appendix D for details on the calculation, we state here the results

\[
\begin{align*}
\xi(\tau) &= \frac{1}{\lambda_\xi^2} \frac{1}{1 + \text{cn}(\lambda_\xi \tau | m_\xi)} \\
\eta(\tau) &= B s d^2 (\lambda_\eta \tau | m_\eta)
\end{align*}
\] (7.5)

where

\[
\begin{align*}
\lambda_\xi &= [2(1 + \beta)]^{1/4} \\
m_\xi &= \frac{1}{2} - \frac{E}{2 \lambda_\xi^2} \\
\lambda_\eta &= \frac{1}{\sqrt{2}} [E^2 + 2(1 - \beta)]^{1/4} \\
m_\eta &= \frac{1}{2} + \frac{E}{4 \lambda_\eta^2} \\
B &= \frac{1 - \beta}{\sqrt{E^2 + 2(1 - \beta)}}.
\end{align*}
\]

sd and cn are Jacobi elliptic functions [78].
Figure 7.1: Two examples of evolution of $\xi$ and $\eta$ as functions of the scaled time $\tau$.

The motion starts at the origin, $\xi = \eta = 0$. It is characterised by the two times
\[
\begin{align*}
T_\xi \equiv & \frac{2K(m_\xi)}{\lambda_\xi} ; \\
T_\eta \equiv & \frac{2K(m_\eta)}{\lambda_\eta} ; \\
\xi \to & \infty \text{ as } \tau \to T_\xi \\
\eta(\tau) = & \eta(\tau + T_\eta)
\end{align*}
\]
with $K(m)$ the complete elliptic integral of the first kind. Motion is periodic in $\eta$, while it is monotonously increasing in $\xi$, diverging in a finite scaled time $\tau = T_\xi$. Typical plots are shown in Fig. 7.1.

### 7.3 Obtaining the measured momentum

Our main interest is the measured momentum $(p_{\rho}^{(m)}, p_{z}^{(m)})$. Far away from the ion motion is like that in a constant field only; the Coulomb potential no longer affects the escaping particle. We see by direct derivation that
\[
\begin{align*}
p_{\rho} = & \dot{\rho} = \frac{\xi \dot{\eta} + \eta \dot{\xi}}{2\sqrt{\xi \eta}} \\
p_{z} = & \dot{z} = \frac{\xi - \eta}{2}
\end{align*}
\]
with the inverse
\[
\begin{align*}
\dot{\xi} = & \frac{\rho \dot{\rho} + z \ddot{z}}{r} + \dot{z} \\
\dot{\eta} = & \frac{\rho \dot{\rho} + z \ddot{z}}{r} - \dot{z}.
\end{align*}
\]
(7.6)

Asymptotically the constant-field motion can be expressed as
\[
\begin{align*}
\dot{z} \sim & t \\
z \sim & t^2/2
\end{align*}
\]
and $\rho/r \to 0$, $z/r \to 1$. Eq. (7.7) then gives
\[
\begin{align*}
\dot{\xi} \to & 2\dot{z} \sim 2t \\
\dot{\eta} \to & 0
\end{align*}
\]
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so that we can write
\[ \dot{\xi} \to 2t \sim 2\sqrt{2z} \sim 2\sqrt{\xi}. \]

This together with Eq. (7.6) gives in turn the asymptotic expressions for \( p_\rho \) and \( p_z \) in terms of the parabolic coordinates
\[
\begin{align*}
p_\rho & \to \frac{\dot{\xi} \eta}{2\sqrt{\xi \eta}} = \sqrt{\eta} \quad (7.8) \\
p_z & \to \frac{\dot{\xi}}{2} = \sqrt{\xi}
\end{align*}
\]

We are interested in detection at a very large distance \( \xi \to \infty \). We therefore can take the detector position at \( \xi = 1 \), so that detection happens at \( t = T_\xi \). The measured \( p_\rho \) is then obtained using Eq. (7.8) and Eq. (7.5); it can be written explicitly as
\[
p_\rho^{(m)} = \sqrt{B} |s, d(\lambda, t_\xi | m, \eta)|.
\]

(7.9)

Note that
\[ p_\rho^{(m)} = 0 \implies \lambda_\eta T_\xi = 2nK(m_\eta) \implies T_\xi = T_\eta. \]

(7.10)

For the measured \( p_z \), it is not enough to consider the evolution in \( t \), since the experimental measurement concerns the time of flight. Hence we need to compute the physical flight time \( t \), and compare to the reference flight time \( t_{ref} \) without the Coulomb field. As is shown in Appendix D.3, it is possible to obtain the time delay from the integration of Eq. (7.3), with the expressions Eq. (7.5) inserted, by removing the field-free escape time. This results in the time delay
\[
t^{(m)} = \lambda_\xi (K(m_\xi - 2E(m_\xi)) + \frac{A}{\sqrt{2}} \left( \frac{E(\nu u | m_\eta) - m_\eta_1 u - m_\eta_1 \nu u}{m_\eta m_\eta_1} \right)
\]

where
\[
\begin{align*}
u & = 2\frac{\lambda_\eta}{\lambda_\xi} K(m_\xi) \\
A & = \frac{1 - \beta}{(E^2 + 2(1 - \beta))^{3/4}}
\end{align*}
\]

and the parameter of the elliptic functions in Eq. (7.11) is \( m_\eta \). Finally then
\[ p_z^{(m)} = -t^{(m)}. \]

(7.12)

We note that the time delay takes a simpler form in the case \( \beta = 1 \) (motion straight in the "downhill" field direction)
\[
t^{(m)}(\beta = 1) = \sqrt{2}(K(m_\xi - 2E(m_\xi)) \quad \text{with } m_\xi = 1/2 - E/4 \quad (7.13)
\]

and in particular this gives the minimal time delay, for \( E = 0 \implies m_\xi = 1/2:
\[
t^{(m)}(\beta = 1, E = 0) = \sqrt{2}(K(1/2) - 2E(1/2)) = -\sqrt{\frac{\pi}{2}} \Gamma^2 \left( \frac{3}{4} \right) \approx -1.2
\]
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where we have used the general identity $K(1/2) - 2E(1/2) = -\Gamma^2(3/4)/\sqrt{\pi}$ \cite{78}.

With Eq. (7.9) and Eq. (7.11)-(7.12) we now have the final measured momentum as a function of the initial conditions $E$ and $\beta$.

The successive build up of the momentum spectrum, as the initial conditions $E$ and $\beta$ are varied, is shown in Fig. 7.2. The final result is the distribution shown in Fig. 6.9. Due to intersection of lines with constant $E$, a pronounced caustic structure is formed, giving a peak in the spectrum.

The motion is illustrated by a few representative trajectories in Fig. 7.3.

### 7.4 Periodicity in the measured momentum spectrum

The presence of periodic orbits in a dynamical system gives it a structure, and often a lot of the dynamics can be understood by studying them. Here the periodic orbits of the Stark problem stand in direct correspondence to the final shape of the momentum spectrum.

The periodic behaviour of the momentum spectrum can be analyzed by the analytic expressions. For this consider for each energy $E \in (-2, 0)$ the value of $\beta$ separating bound and free motion:

$$E = -\sqrt{2(1 + \beta)} \implies \beta = \frac{E^2}{2} - 1.$$ 

At this specific $\beta(E)$ there exists a single trajectory with motion purely in $\eta$, sitting on top of the barrier in $\xi$ with a constant value $\xi = |E|$. These trajectories form a specific family of periodic orbits which we call barrier orbits. They are inaccessible in our problem due to our initial condition $r_0 = 0$; they nevertheless shape the motion of neighbouring trajectories. It is clear that trajectories spending a long time in the potential before escaping do so with $\xi$ close to the barrier, where motion in $\xi$ is slow. They can make several oscillations in $\eta$ during this time, essentially approximating the barrier orbit before escaping. The period of the single barrier orbit therefore characterises the period of the structure in the momentum spectrum. Approaching the barrier orbits:

$$\lambda_\eta \rightarrow \frac{1}{\sqrt{2}} [2(1 + \beta) + 2(1 - \beta)] = 1 \quad \text{as} \quad \beta \rightarrow E^2/2 - 1$$

$$m_\eta \rightarrow \frac{1}{2} + \frac{E}{4}$$

$$T_\eta \rightarrow 2K \left( \frac{1}{2} + \frac{E}{4} \right)$$

$$B \rightarrow 1 - \frac{E^2}{4}$$

$$\eta(T_\xi) = Bsd^2 \left( T_\xi \left( \frac{1}{2} + \frac{E}{4} \right) \right)$$

The period of a barrier orbit in physical time $t$ can be calculated, as shown in Appendix D.4

$$T_E = \int_0^{T_\eta} \frac{\xi(\tau) + \eta(\tau)}{2} d\tau = -2K(m_\eta) + 4E(m_\eta) ;$$  \hspace{1cm} (7.14)
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Figure 7.2: Development of the caustic structure. (a)-(f) shows the final momentum for $E = 0$ and the initial angle indicated. In (g) a line is drawn for all initial angles (i.e. all $\beta$) for $E = 0$, and (h) shows similar lines for several constant energies. Caustics are formed when the lines intersect around measured $p_z \approx -0.6$ and $p_z \approx -3$. 
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Figure 7.3: Escaping trajectories. Left: $E = 0$, right: $E = -1$. Note how, at the lower energy, a smaller ejection angle gives qualitatively similar motion.

Figure 7.4: Left: Barrier orbits for different energies (blue $E = 0$, red $E = -0.5$, black $E = -1$, green $E = -0.5$, cyan $E = -0.8$). (b) Trajectories for $E = -1$, ending up in three consecutive lobes in measured momentum spectrum, increasingly approximating the barrier orbit (black).
an expression similar in form to Eq. (7.13) for the forward-direction trajectories.

We can now understand the periodic structure of Fig. 6.9. Successive periods are created by trajectories that, due to $\beta \rightarrow E^2/2 - 1$ spend increasing time approximating the barrier orbit. The period from Eq. (7.14) is shown in Fig. 7.5. It corresponds well to the distance between the first and second returns, indicating that already then one is in the asymptotic region. Plotting a few corresponding trajectories in Fig. 7.4b illustrates this point further.

Fig. 6.9 (and equivalently Fig. 7.2h) is thus characterised on the one hand by Eq. (7.13), giving the maximum $p_z^{(m)}$ of each constant energy (and in particular the overall maximum, for $E = 0$), and on the other hand by the characteristic period for each energy, given by Eq. (7.14) corresponding to the barrier orbit. This also indicates that the periodic structure will deteriorate for long delay times, since the periods are not identical for different energies. They are however close enough that the first few returns are almost "in phase" and produce spectral peaks.

### 7.5 Analytic expressions

We collect here a few analytical expressions that can be found describing the features of Fig. 6.9. Unfortunately the location of the main peak (the ZES) at $p_z \approx -0.6$ cannot be obtained exactly through an analytical treatment. However, in particular for the special case $E = 0$, the expressions simplify and a few characteristic values can be written down.

\[ p_z^{(m)} = 0 \text{ for } E = 0 \]

For $E = 0$ we have $m_\xi = m_\eta = 1/2$ so that Eq. (7.10) gives

\[ T_\xi = nT_\eta \implies \lambda_\eta = n\lambda_\xi \implies (1 - \beta) = 4n^4(1 + \beta) \]
so that the asymptotic motion is purely along $z$ if

$$\beta = \frac{1 - 4n^4}{1 + 4n^4}$$

and the time delay for these trajectories simplifies to

$$t^{(m)} = -\frac{\sqrt{2}}{\sqrt{\pi}} \Gamma^2 \left( \frac{3}{4} \right) \frac{1 - 2n^2}{(1 + 4n^4)^{1/4}}.$$

This can be used to approximate the location of the peaks along the $z = 0$ axis. Note that the prefactor is the period $T_E$ of the barrier orbit, since $K - 2E = -\Gamma^2(3/4)/\sqrt{\pi}$, and the second factor $\rightarrow n$ for large $n$, giving the expected asymptotically periodic behaviour.

**Limit for $E$ such that $\eta$ completes at least one period**

For $\beta = 1$, we have $\lambda_\xi = \sqrt{2}$, $\lambda_\eta = \sqrt{|E|/2}$, $m_\xi = 1/2 - E/4$ and $m_\eta = 0$ so that the condition $T_\xi = nT_\eta$ reduces to

$$\sqrt{|E/K|} \left( \frac{1}{2} - \frac{E}{4} \right) = 2K(0) \cdot n = n\pi.$$

For $n = 1$ this gives $E = -1.55$. For lower energies there is no $\beta$ which can fulfill the condition, meaning that an asymptotic value of $\eta = 0$ is only possible after one oscillation in $\eta$ is completed - i.e. there are no trajectories escaping without crossing the $z$-axis. In [100] this was called a limit for direct electrons. The measured momentum for this energy is $p^{(m)}_z = -1.41$, thus marking the on-axis beginning of the caustic structure in the final momentum spectrum. In [100], where a narrow range of energies were excited and only $p^{(m)}_p$ and not $p^{(m)}_z$ was measured, a bright spot was reported close to this energy, clearly manifesting the same divergence as that seen in Fig. 6.9.

### 7.6 Summary

The fact that the motion in a combined constant electric field and a Coulombic potential can be treated analytically gives insight into the development of the spectral features contributing to the ZES. The exact expressions for the trajectories and the time delay give an immediate connection between the initial conditions $(E, \beta)$ and the observed momentum spectrum $(p^{(m)}_p, p^{(m)}_z)$, where as before $p^{(m)}_z$ is really not a momentum measurement but the negative time delay in escaping the Coulomb potential. In particular the apparent periodicity of the momentum spectrum is seen to stem from the presence of periodic orbits. Unfortunately the conditions for a divergence in the spectrum can in general only be written implicitly. For $E = 0$ the expressions simplify and the conditions giving $p^{(m)}_z = 0$ can be given in explicit form. Further the divergent ZES structure is related to the necessity of indirect ionization, with trajectories making at least one oscillation in $\eta$ before escaping. That a divergence is known to occur experimentally in pure $p_p$-measurements [100] for the corresponding energy connects the peak found here with previously described aspects of Stark motion.
Chapter 8

Summary and outlook

This thesis has treated two features of modern day strong-field ionization experiments using IR lasers and momentum imaging of electrons. The low energy structure is by now an established experimental result. Probing more extreme laser parameters - in particular shorter pulses - is an experimental challenge, meaning that a sufficiently complete theoretical understanding is a prerequisite for finding interesting parameter ranges, and deciding which experiments could contribute to a progress in understanding.

The classical trajectory model was shown in Chapter 3 to give very accurate predictions of the LES peak energy for the mid-IR laser regime. This supports the overall validity of classical modelling of IR driven electron motion in general and the three-step trajectory model in particular. The general scaling with pulse length and ponderomotive energy, as illustrated in Fig. 3.9 by the different targets and intensities used, comes naturally from the three-step model.

Chapter 4 shows that each LES stems from a critical line in the initial phase space, resulting in a caustic in the final momentum spectrum. It is formed during a soft recollision at around \( \approx 20 \) au distance from the ion, and its shape can be reproduced by an analytical model. That the electron never comes close to the ion, and that furthermore the recollision distance scales very slowly with laser parameters as seen in the model, shows the validity of a universal classical recollision model, since the internal structure of the ion plays a negligible role at the relevant distances.

The analytical results of Chapters 4 and 5 are supported by numerical simulations and consistent with available experimental results.

The validity of the model is restricted to wavelengths in the approximate span \( 1 \, \mu m < \lambda < 3.2 \, \mu m \) for an intensity of \( I = 10^{14} \, W/cm^2 \). The lower limit comes from the onset of discrete ATI peaks in the spectrum overshadowing the LES, and the fact that the recollision model is less valid the shorter the wavelength gets. The upper limit comes from a breakdown of the dipole approximation, so that the Lorentz force drives the electron trajectories away from those of the model. This effect grows gradually and depends on the intensity. However for a large span of laser parameters where present strong-field experiments take place the model is valid and is expected to give quantitative predictions of the peak locations.

Several interesting experimental investigations are suggested by the LES results of this thesis. Using even shorter pulses (1-2 cycles), and in particular
detectors capable of measuring energies down to threshold, could possibly resolve the VLES and clarify its formation. In order to resolve the higher order LES and VLES it is desirable that $U_p$ be large, since this increases the overall scale of the features. Measuring the full 2D momentum distribution using the reaction microscope setups presently available, together with a few-cycle pulse duration, is expected to show the caustic structures clearly, since their contrast increases in an ultrashort pulse where ionization takes place predominantly during the center half laser cycle. One could then see a single, clear caustic and possibly even resolve the cusp structures, though quantum mechanical effects will smoothen its appearance.

However as seen in Chapter 5 extreme parameters are not necessary, and the transverse structure of the LES, in particular the maximum given by Eq. (4.14), could be measured in rather long pulses at a wide range of $U_p$. It may even be beneficial to use a shorter wavelength since this increases the contrast due to the narrower overall energy distribution, so that less ionization events are necessary for a high precision measurement. Using the setup of Fig. 5.15 (which was used in [82]) coupled with high precision 2D momentum measurement could resolve the transverse peak and furthermore show how the prolongation of the VLES and LES caustics form the fork structure and joins onto the rings coming from the elastic collisions discussed in [82].

The understanding of the LES caustic formation and the soft recollision event may open doors to using the LES as a probe of the properties of the ion itself. Since the trajectory and recollision models are equally valid for small molecules, strong field ionization of a molecule with an internal structure may lead to a perturbed LES. Since the shape of the LES does not depend on the tunneling probabilities but on the dynamics, the effect of the molecule’s structure on the tunneling event could be disentangled from its effect on the recollision.

The zero energy structure is shown in Chapter 6 to result from a weak external electric field ionizing Rydberg states that were created by the strong field interaction. Its features are universal: they result from Stark dynamics, as described in Chapter 7, and will result from any broadband excitation of the energies between the field ionization threshold and the field-free threshold. The combined measurement of final transverse momentum and time-of-flight is necessary for the shape described here; the time delay gives the characteristic peak location. The ionization of Rydberg states by a weak external field has previously been used to study clusters. With the ZES resulting from such states, its presence shows that the laser-atom interaction populated Rydberg states, while its absence indicates that no such states were populated, or that they decayed by other means before the electron could escape over the field-induced threshold. Its possible use in connection with the study of autoionizing states [74] should be mentioned.

The Stark dynamics gives a direct image of the initial distribution, created by the laser, on the measured momentum. With increased precision and/or stronger extraction fields, this could possibly be used to get a glimpse of the initial distribution. The features of the final momentum distribution will shift around as the initial distribution changes, although not so sensitively as to be seen in the current results. Such a measurement could include varying the angle between the laser polarization axis and the extraction field direction, and studying how the ZES structure changes. Another possibility would be to use an ultrashort laser pulse so as to create an asymmetric initial distribution.
Appendix A

Classical spectra

A.1 Basic theory

The state of a system in Hamiltonian mechanics is described by a point in phase space; the set of all possible generalized coordinates $q$ and generalized momena $p$. If configuration space is $n$-dimensional, the dimension of phase space is $2n$. For simplicity, we assume in the following that the configuration space is $\mathbb{R}^n$.

We can write the time evolution of a specific state $(q_0, p_0)$ formally using the flow $g$:

$$g_t : \mathbb{R}^{2n} \rightarrow \mathbb{R}^{2n}$$

$$(q', p') \mapsto (q, p)$$

where the evolution at each instant is governed by Hamilton’s equations of motion

$$\dot{q} = \frac{\partial H}{\partial p}$$
$$\dot{p} = -\frac{\partial H}{\partial q}.$$ 

In atomic physics one typically does not measure single trajectories, but rather an ensemble of trajectories corresponding to e.g. evolution of an initially bound state wave packet. One thus computes the evolution of a probability density in phase space.

In this view the outcome of a single measurement (e.g. of particle energy) is a stochastic variable, distributed according to some final distribution (e.g. the energy spectrum). A large number of single measurements are done, giving information about the full distribution.

Several notations are in use; in probability theory one typically writes $f_X(x)$ for the probability density of the stochastic variable $X$ taking a value (in a small neighborhood of) $x$. We will mostly use the simpler notation

$$w(x) = f_X(x).$$

Denote the full state vector in phase space by $\mathbf{x}$:

$$\mathbf{x} = (q_1, \ldots, q_n, p_1, \ldots, p_n) \in \mathbb{R}^{2n}. $$
The probability density $w_t$ of the ensemble at time $t$ is then calculated from the initial ensemble $w_0$ as

$$w_t(\bar{x}) = \int dx' w_0(x') \frac{1}{|\nabla_{x'} E|} \delta(x' - g_t(x)). \quad (A.1)$$

$x'$ denotes initial variables; $\bar{x}$ a specific value of the final coordinate, and $\frac{\partial g_t}{\partial x}$ is the Jacobian of the mapping $g_t$. This Jacobian is the central object influencing the final spectrum, and contains the effect of the dynamics.

The probability distribution of a scalar observable, i.e. the energy $E$ or a single momentum $p_i$, given as a function of the state of the system $E = E(x)$, is similarly given by

$$w_t(\bar{E}) = \int dx \delta(E - E(x)) = \int dx \frac{1}{|\nabla E|} \bigg|_{E(x) = \bar{E}}. \quad (A.2)$$

where the integral is evaluated along the $6n - 1$-dimensional subspace defined by $E(x) = \bar{E}$. The two expressions Eq. (A.1) and Eq. (A.2) can be combined to give

$$w_t(\bar{E}) \int dx' \frac{1}{|\nabla_{x'} E|} \bigg|_{E(g_t(x)) = \bar{E}}$$

### A.2 Bivariate probability distributions

A probability distribution of two stochastic variables $X, Y$ is called a bivariate distribution. There are several different distributions that are used in the bivariate case:

**Joint probability distribution**

The 2D distribution of $X, Y$ simultaneously taking specific values $x, y$ is called the joint probability distribution:

$$P_{X,Y}(x, y) = P(X \in (x, x + dx), Y \in (y, y + dy))$$

**Marginal probability distribution**

The 1D distributions of $X$ ($Y$) taking a specific value $x$ ($y$), regardless of the value of the other variable, is called the marginal distribution.

$$P_X(x) = \int dy P_{X,Y}(x, y)$$

$$P_Y(y) = \int dx P_{X,Y}(x, y)$$

**Conditional probability distribution**

The 1D distribution of $X$ ($Y$) taking a specific value, while the other variable has a fixed value, is called the conditional probability distribution.

$$P_X(x | y = 0) = \frac{P_{X,Y}(x, y = 0)}{\int dx' P_{X,Y}(x', y = 0)}$$
In this thesis dynamics in two dimensions is studied. Phase space is then four-dimensional. However the initial values \( q_0 \) depend on the initial \( p_0 \), while the final observable is the asymptotic \( p \) only, without regard to final \( q \); we can write

\[
 p(p') = \lim_{t \to \infty} g_t(p', q'(p')) .
\]

\[
 w(p) = \int dq w(p, q) = \lim_{t \to \infty} \int dq dp' w_0(p') g_t(p', q'(p')) . \tag{A.3}
\]

We thus have the bivariate situation.

Since the 2D situation arises from a cylindrically symmetric 3D case, we call the variables \( \rho \) and \( z \). In contrast to common definition, \( \rho \) is often allowed to take on negative values, since this eases physical intuition.

By analogy with scattering problems, the final momentum, as function of initial momentum, is called the deflection function. It is useful to look at the 1D deflection functions in \( p_\rho \) and in \( p_z \) separately, i.e.

\[
 p_\rho = p_\rho(p_\rho', p_z') \\
 p_z = p_z(p_\rho', p_z')
\]

Eq. (A.3) takes the form

\[
 w(p_\rho, p_z) = \int_{p'|p|=p_\rho} dp_\rho' dp_z' w_0(p_\rho', p_z') \left| \frac{\partial(p_\rho, p_z)}{\partial(p_\rho', p_z')} \right|^{-1} . \tag{A.4}
\]

The central role in shaping the spectrum is played by the Jacobian of the mapping from initial to final momentum. In particular a vanishing determinant gives a divergent distribution.

The marginal distribution in \( p_z \) is similarly given by

\[
 w(p_z) = \int_{p' | p_z(p') = p_z} dp_\rho' dp_z' w_0(p_\rho', p_z') \frac{1}{|\text{grad } p_z|} .
\]

Finally the (unnormalized) conditional distribution at \( p_\rho = 0 \) is:

\[
 w(0, p_z) = \int_{p'|p_z(p') = p_z, p_\rho(p') = 0} dp_\rho' dp_z' w_0(p_\rho', p_z') \left| \frac{\partial(p_\rho, p_z)}{\partial(p_\rho', p_z')} \right|^{-1} \tag{A.5}
\]

where again the spectrum is governed by the Jacobian determinant, evaluated at initial conditions giving final \( p_\rho = 0 \).

### A.4 Singularities in the spectrum

Of special interest are the critical points of the deflection function(s), since a vanishing gradient leads to a divergence in the marginal spectrum. In the joint probability a vanishing Jacobian determinant has the similar effect. Critical points lead to so-called van Hove singularities \[112\], in the case of an observable given by a scalar function, e.g. energy or a marginal momentum distribution. In a joint probability distribution, divergencies appear in the form of caustics.
They are commonly discussed in the context of semiclassical dynamics [113]. A caustic is the result of a generalized critical point [114], what we will call a critical line, in the initial conditions.

The study of singularities of mappings is called singularity theory, or catastrophe theory [115]. There is a wealth of mathematical results in the field, starting with the work of Morse [116,117]. The 2D case was treated thoroughly by Whitney [118], where most of our necessary results appear in a more general context. We will in the following state some basic results, without mathematical rigour; for a detailed treatment see e.g. [119]. In particular we will discuss how the two basic 2D singularities, the fold and the cusp arise in our context, and their relation to the divergence in the derived 1D marginal distributions.

**Critical points**

We call a point in initial phase space \( \mathbf{x}_0 \) a critical point of the scalar observable \( A \) if

\[
\nabla A = 0 .
\]

The spectral characteristic of the critical point is given by the eigenvalues of the Hessian matrix \( H \) of \( A \).

- \( \det H > 0 \): the critical point is an extremum, giving not a divergence but a cut-off in the spectrum.
- \( \det H < 0 \): the critical point is a saddle point, gives a divergence (in principle always visible, can however be weak)
- \( \det H = 0 \): the critical point is singular and gives a weak divergence in the spectrum

### A.5 Critical lines and caustics

Now consider the joint probability distribution of two final observables, \( f \) and \( g \). The function under study is denoted

\[
f(\mathbf{x}) = \begin{cases} f(x, y) \\ g(x, y) \end{cases}
\]

and is assumed to be a smooth function. The space of initial conditions may contain chaotic regions which are not included in the discussion, since they will typically not contribute to the essential features of the spectrum if there are also regular regions present. The Jacobian matrix of the function \( (f, g) \) is denoted as \( J \) and its determinant by \( |J| \).

For connection with the previous paragraph, replace \( f \) and \( g \) by \( p_\theta \) and \( p_z \). We choose here the more general notation \( f \) and \( g \) since the results are general and can also be applied also to rotations of the final coordinates.

A divergent spectrum is obtained from Eq. (A.4) if

\[
|J| = \det \frac{\partial (f, g)}{\partial (x, y)} = 0 . \tag{A.6}
\]
A.5 Critical lines and caustics

In analogy to the critical points of a 1D mapping, this condition defines a set of critical lines in the plane of initial conditions. We use the term "critical line" for the initial values giving a zero Jacobian, and the term "caustic" for the image of that line, i.e. the final values where the spectrum is divergent.

Although naturally arising in this context, the concept of critical lines of deflection functions is not very widespread. The concept is introduced in [120] and used in e.g. [121].

A.5.1 Properties of the critical line

- The critical line cannot begin or end in a regular domain, i.e. where \((f, g)\) is continuously differentiable. This follows since the critical line is a contour line of the smooth function \(|J|\).

- One and only one critical line is passing through each nonsingular \((H_f \neq 0)\) critical point of \(f\) and \(g\). Clearly if \(\text{grad} f = 0\), Eq. (A.6) is fulfilled, so that the contour line \(|J| = 0\) passes through this point. Uniqueness follows since contour lines of the function \(|J|\) only intersect when \(\text{grad} |J| = 0\) which implies \(H_f = 0\). For \(g\) the same reasoning holds.

- The previous point also holds for any linear combination of \(f\) and \(g\). In fact since the determinant \(|J|\) is invariant under rotations

\[
\begin{align*}
  f' &= f \cos \varphi - g \sin \varphi \\
  g' &= f \sin \varphi + g \cos \varphi
\end{align*}
\]

we can at any point along the critical line find new functions \(f', g'\) such that \(\text{grad} f' = 0\) by rotation. If the line is parametrized smoothly by a parameter \(s\), the rotation angle \(\varphi(s)\) is a smooth function.

By the aforementioned rotation, we can in the following always assume that the critical line is caused by a singular point in the function \(f\). The nature of the singular point cannot change suddenly, since the Hessian matrix is a continuous function along the critical line and continuous under the rotations Eq. (A.7); its determinant has to go through 0 when going from positive to negative values.

Hence the critical line has a definite character, given by the sign of the determinant of \(H_f\), of either extremal, degenerate, or saddle point kind.

A.5.2 Properties of the caustic

We can now translate these results to apply to the image of the critical line, i.e. the caustic. Let \(c(s)\) be a parametrization of the critical line \(c\). Assume \(\text{grad} f = 0\) for some \(s = s_0\). We can write the caustic as a function \(f(g)\) close to the critical point. Its derivative is

\[
\frac{df}{dg} = \frac{df}{ds} \frac{ds}{dg} = 0 \text{ at } s_0 \text{ since } \text{grad} f(s_0) = 0 .
\]

Hence the critical line runs perpendicular to the \(f\)-axis. The converse is also clear: if the caustic runs perpendicular to a coordinate axis, it must hold that \(\text{grad} f = 0\), so that there is a singular point in the deflection function along that coordinate axis.
We can carry this one step further and expand the caustic around the image of the point $s_0$ as

$$f(s) = f_0 + \frac{d^2 f}{ds^2} \bigg|_{s_0} (s - s_0)^2$$

$$g(s) = g_0 + \frac{dg}{ds} \bigg|_{s_0} (s - s_0).$$

We can now write the image of the critical line as a function $f(g)$:

$$s - s_0 = \frac{g(s) - g_0}{dg/ds} \implies$$

$$f(s) = f_0 + \frac{\frac{d^2 f}{ds^2}}{\frac{dg}{ds}} \bigg|_{s_0} (g(s) - g_0)^2 = f_0 + \frac{\frac{d^2 f}{dg^2}}{\frac{dg}{ds}} \bigg|_{s_0} (g(s) - g_0)^2.$$

This means that the caustic has the shape $f \sim g^2$. This is the general shape of a fold [118].

**Change of character**

Let the Hessian be degenerate at a critical point $x_0$ and $e_1$ the eigenvector associated with the zero eigenvalue. We parametrize the critical line through $x_0$ as $c(s)$. Since

$$\text{grad } f = H(x_0)(x - x_0) = 0 \quad \text{along } e_1 \implies$$

$$J = 0 \quad \text{along } e_1 \implies$$

$$c'(s) \parallel e_1$$

we also have

$$\frac{d^2 f}{ds^2} = 0.$$

We can translate this to the image of the critical line since along the line

$$\frac{d^2 f}{dg^2} = \frac{d^2 f/ds^2}{d^2 g/ds^2} = 0 \quad (A.8)$$

meaning that at a point where the character of the critical line changes, the second derivative of $f(g)$ vanishes. The converse also holds: if the second derivative $f''(g)$ vanishes, Eq. (A.8) holds, so that $d^2 f/ds^2 = 0$ which means the Hessian $H_f$ has a zero eigenvalue associated with the direction of $c'(s)$.

Thus the points where the character changes correspond to inflection points of the caustic.

**At points where** $\text{grad } f \parallel \text{grad } g \parallel |J|$, the caustic has a cusp

If the gradient of the Jacobian determinant is parallel to the gradients of the functions (which are always parallel to each other at the critical line) the parametrized critical line $c(s)$ runs perpendicular to the gradients of $f$ and $g$, i.e.

$$\frac{df(s)}{ds} = \frac{dg(s)}{ds} = 0 \text{ at } s_0.$$
A.5 Critical lines and caustics

We can expand the image \( f(c(s)) \) around the point \( f(c(s_0)) \):

\[
f(s) = f(s_0) + (s - s_0) \left. \frac{df}{ds} \right|_{s_0} + (s - s_0)^2 \left. \frac{d^2f}{ds^2} \right|_{s_0} = f(s_0) + (s - s_0)^2 \left. \frac{d^2f}{ds^2} \right|_{s_0}.
\]

As the parameter \( s \) is taking values going through \( s_0 \), the critical line \( c \) makes an abrupt turn and goes back through its old trace, since the vector drawing the line is quadratic in \( s - s_0 \). It forms a cusp singularity. The limiting angle \( \varphi \) in the \( f,g \)-plane is found as \( \varphi = \arctan(g''/f'') \).

Visibility of the caustic

The existence of the critical line does not necessarily mean that its image, the caustic, will be visible everywhere. It will typically be strongest close to the cusps, since there both \( f \) and \( g \) are changing slowly. In our LES situation this is the case. Secondly, the weight of initial condition always also come into play - if the initial probability is small, even the divergence at the caustic will not be a prominent spectral feature since it is easily drowned in the background.

We stress that the divergence is a purely mathematical result. In a real measured spectrum there is always a coarse-graining process involved, since any detector has a finite resolution. The same is true in numerical trajectory simulations, where the final spectrum is obtained by counting the number of points within a ”bin” in final momentum, or by convolution with some smoothing function. If this is taken into account the divergence is regularized and instead shows up as a peak with finite height. If the caustic is very weak, this peak can then be hidden by background noise or other effects.
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Explicit expression for $G(\varphi)$

Here we state explicit expressions for the derivatives of $\Phi$ that enter into the Jacobian and the expression $\delta p$. Start by noting that

\[
\frac{\partial r}{\partial \rho} = \frac{\rho}{r} = \sin \varphi \quad \frac{\partial r}{\partial z} = \frac{z}{r} = \cos \varphi \\
\frac{\partial \varphi}{\partial \rho} = \frac{z}{r^2} = \frac{\cos \varphi}{r} \quad \frac{\partial \varphi}{\partial z} = -\frac{\rho}{r^2} = -\frac{\sin \varphi}{r}
\]

so that

\[
\frac{\partial \Phi}{\partial \rho} = \frac{\partial \Phi}{\partial r} \frac{\partial r}{\partial \rho} + \frac{\partial \Phi}{\partial \varphi} \frac{\partial \varphi}{\partial \rho} = -\sqrt{\frac{2}{F}} \left\{ -\frac{1}{2r^{3/2}} \frac{\partial r}{\partial \rho} I(\varphi) + \frac{1}{r^{1/2}} \frac{\partial \varphi}{\partial \rho} f_1(\varphi) \right\} \\
= -\sqrt{\frac{2}{F}} \frac{1}{r^{3/2}} f_1(\varphi) \quad \text{where } f_1(\varphi) = -\frac{\sin \varphi}{2} I(\varphi) + \cos \varphi I'(\varphi)
\]

\[
\frac{\partial \Phi}{\partial z} = \frac{\partial \Phi}{\partial r} \frac{\partial r}{\partial z} + \frac{\partial \Phi}{\partial \varphi} \frac{\partial \varphi}{\partial z} = -\sqrt{\frac{2}{F}} \left\{ -\frac{1}{2r^{3/2}} \frac{\partial r}{\partial z} I(\varphi) + \frac{1}{r^{1/2}} \frac{\partial \varphi}{\partial z} f_0(\varphi) \right\} \\
= -\sqrt{\frac{2}{F}} \frac{1}{r^{3/2}} f_2(\varphi) \quad \text{where } f_2(\varphi) = -\frac{\cos \varphi I(\varphi)}{2} - \sin \varphi I'(\varphi)
\]

and we further get

\[
f'_1 = -\cos \varphi I/2 - 3\sin \varphi I'/2 + \cos \varphi I'' \\
f'_2 = \sin \varphi I/2 - 3\cos \varphi I'/2 - \sin \varphi I'' .
\]

From this $\delta p$ is found directly by Eq. (4.2).

The second derivatives show similar behaviour, e.g.:

\[
\frac{\partial^2 \Phi}{\partial \rho^2} = -\sqrt{\frac{2}{F}} \left\{ -\frac{3}{2r^{3/2}} \frac{\partial r}{\partial \rho} f_1(\varphi) + \frac{1}{r^{3/2}} \frac{\partial \varphi}{\partial \rho} f'_1(\varphi) \right\} \\
= -\sqrt{\frac{2}{F}} \frac{1}{r^{3/2}} g_1(\varphi) \quad \text{where } g_1(\varphi) = -\frac{3}{2} \sin \varphi f_1(\varphi) + \cos \varphi f'_1(\varphi)
\]
and similarly

$$\frac{\partial^2 \Phi}{\partial z^2} = -\sqrt{\frac{2}{F}} \frac{1}{r^{5/2}} \left\{ -\frac{3}{2} \cos \varphi f_2(\varphi) - \sin \varphi f'_2(\varphi) \right\}$$

$$\frac{\partial^2 \Phi}{\partial \rho \partial z} = -\sqrt{\frac{2}{F}} \frac{1}{r^{5/2}} \left\{ -\frac{3}{2} \sin \varphi f_2(\varphi) + \cos \varphi f'_2(\varphi) \right\}$$

$$\frac{\partial^2 \Phi}{\partial z \partial \rho} = -\sqrt{\frac{2}{F}} \frac{1}{r^{5/2}} \left\{ -\frac{3}{2} \cos \varphi f_1(\varphi) - \sin \varphi f'_1(\varphi) \right\}$$

It is straightforward to check that the latter two are equal. Thus

$$g_2(\varphi) = -\frac{3}{2} \cos \varphi f_1(\varphi) - \sin \varphi f'_1(\varphi)$$

$$g_3(\varphi) = -\frac{3}{2} \sin \varphi f_2(\varphi) + \cos \varphi f'_2(\varphi) = -\frac{3}{2} \cos \varphi f_1(\varphi) - \sin \varphi f'_1(\varphi)$$

and we can define

$$G(\varphi) = \begin{pmatrix} g_1(\varphi) & g_3(\varphi) \\ g_3(\varphi) & g_2(\varphi) \end{pmatrix}$$

so that the Hessian of $\Phi$ takes the form

$$H_\Phi = -\sqrt{\frac{2}{F}} \frac{1}{r^{5/2}} G(\varphi).$$

For $\varphi = 0$ the expressions simplify:

$$I(0) = \pi$$

$$I'(0) = 0$$

$$I''(0) = \frac{\pi}{8}$$

$$f_1(0) = 0$$

$$f_2(0) = -\frac{\pi}{2}$$

$$g_1(0) = -\frac{3\pi}{8} (= \mu_2(0))$$

$$g_2(0) = \frac{3\pi}{4} (= \mu_1(0))$$

$$g_3(0) = 0$$

so that $G(\varphi = 0)$ is diagonal in the original basis, and the bunching eigenvalue $\mu_2 = g_1 = -3\pi/8$. 
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Appendix C

Simulation method

Exact numerical treatment of strong-field physics, by propagating the time-dependent Schrödinger equation, is challenging, since due to the laser driving large electron velocities are reached, while at the same time the details of the ionic core and its interaction with the possibly recolliding electron needs to be treated in detail. One needs short time steps and dense spatial representation for the interaction, which however makes it very costly to calculate the high velocity driven motion, regardless of using a large space-time grid [122, 123] or expansion in some basis sets [124–126].

The classical trajectory Monte Carlo method simulates classical motion after tunneling. The initial conditions are given by a model of the tunneling, which is non-classical. For this reason it is sometimes called a semiclassical method. In other branches of quantum physics the word "semiclassical" is typically used for approximations where Planck’s constant is assumed to be small, taken \( h \rightarrow 0 \) [11]. The reasoning here is completely unrelated since it is purely classical motion, with the initial conditions obtained by a quantum mechanical argument. We therefore avoid the designation "semiclassical".

C.1 Tunneling

The tunneling process is treated in line with the PPT theory, assuming an adiabatic response of the atomic ground state to the laser field. We use the instantaneous tunneling rate (probability/time) [61]:

\[
  w_\perp(p'_\perp, t') = \frac{1}{\mathcal{F}(t')} \frac{1}{\sqrt{1 + p'^2_\perp/2I_p}} \exp \left\{ -\frac{2}{3\mathcal{F}(t')} \left( 1 + \frac{p'^2_\perp}{2I_p} \right)^{3/2} \right\} \tag{C.1}
\]

where \( \mathcal{F} = F/(2I_p)^{3/2} \) is the reduced field strength. One should stress that this is the instantaneous rate, and not averaged over one laser period as is typically done in an SFA situation, which leads to Eq. (2.11) describing the final, observable spectrum.

We assume that tunneling occurs from the ground state with magnetic quantum number \( m = 0 \). With linear polarization the system has cylindrical symmetry around the laser polarization axis \( z \). We therefore use cylindrical coordinates. There is no motion in the azimuthal angle \( \varphi = \arctan(x/y) \) around the
polarization axis (see Fig. 3.5), so the problem is reduced to 2D. The presence of the extra dimension does however show up in the initial probability. Eq. (C.1) is written in terms of a single perpendicular component of the initial momentum; it is a conditional probability e.g. for $\varphi = 0$:

$$w(p'_\rho, t')|_{p'_\rho = 0} = w_{\perp}(p'_\perp, t')$$

and similarly for all other angles. In order to get the total probability of a particular $p_\rho$ one must integrate over the azimuthal angle $\varphi$, giving an additional geometrical factor of $p_\rho$:

$$w(p_\rho, t_0) = \int_{-\pi}^{\pi} dp_\varphi w_{\perp}(p_\rho, t_0) = 2\pi p_\rho w_{\perp}(p_\rho, t_0)$$

The distribution is sampled by first normalizing $w(p_\rho, t)$ so that its maximum value is 1, which is attained when the field is maximal. Then random values $t'$ and $p'_\rho$ is chosen, and $w(p'_\rho, t')$ is computed for these values. Another random number $\xi$ between 0 and 1 is generated, and if $w(p'_\rho, t') > \xi$, a trajectory is started. Typically between 1 and 10 million trajectories are run in order to get detailed final momentum spectra.

In the realistic simulations $t'$ is allowed throughout the pulse. For illustration in several cases, e.g. Fig. 5.3, it is limited to the center half cycle, i.e. the range $t' \in (-\pi/2\omega, \pi/2\omega)$.

For computing deflection functions like in Fig. 5.1, the value of $p_\rho$ and $t'$ are chosen on an equally spaced grid, with no tunneling probability involved.

### C.2 Motion

The motion after tunneling takes place in the combined field of the ion and the driving laser, governed by the Hamiltonian Eq. (2.1). It leads to the equations of motion

$$\ddot{p} = \frac{p}{r^3}$$

$$\ddot{z} = \frac{z}{r^3} - F(t) .$$

Tunneling instant $t'$ and initial radial momentum $p'_\rho$ is randomly chosen according to Eq. (C.2). The initial conditions are then calculated as

- $p_\rho(t') = p'_\rho$
- $p_z(t') = 0$
- $\rho(t') = 0$
- $z(t') =$ tunnel exit

By separation in parabolic coordinates, the tunneling exit is found by numerical root finding of [38, 127]

$$0 = -2I_\rho z^2 + z + \frac{1}{4} + 2|F(t')|z^3$$
Numerical propagation is performed by a Stoermer rule algorithm with adaptive stepsize \([128, 129]\) until the pulse is over at \(t_1 = 4\tau\), with \(\tau\) the FWHM. The final energy is given directly by
\[
E = \frac{\mathbf{p}^2(t_1)}{2} - \frac{1}{|\mathbf{r}(t_1)|}
\]
The asymptotic momentum in pure Coulomb motion is fully determined due to conservation of energy, angular momentum and the Laplace-Runge-Lenz vector. It is computed as \([91]\)
\[
p = \sqrt{2E} \frac{\sqrt{2E} (\mathbf{L} \times \mathbf{A}) - \mathbf{A}}{1 + 2E|\mathbf{L}|^2}
\]
where \(\mathbf{L} = \mathbf{r}(t_1) \times \mathbf{p}(t_1)\) is the angular momentum and \(\mathbf{A} = \mathbf{p}(t_1) \times \mathbf{L} - \mathbf{r}(t_1)/|\mathbf{r}(t_1)|\) is the Laplace-Runge-Lenz vector.

C.3 Focal averaging

Focal averaging is included by also randomizing the intensity according to the distribution \(w_I(I)\) of Eq. (2.8). Extending the method for choosing the initial transverse momentum \(p'_\rho\) and tunneling instant \(t'\), a relative intensity \(i_0 \in (0, 1)\) is also chosen at random. The probability Eq. (C.1), which depends parametrically on intensity through the field strength, is computed giving a value
\[
w_0 = w_i(i_0)
w_p(p_0, t_0, I, i_0) \in (0, 1).
\]
The value is then compared with an equidistributed random number \(\xi \in (0, 1)\), and the trajectory is released whenever \(w_0 > \xi\).

C.4 The Jacobian

For finding the Jacobian in Fig. 5.8, the procedure is similar to that used in calculating the deflection function. Instead of just computing the final momentum \(\mathbf{p}\) at each grid point \((p'_\rho, A(t'))\), it is also computed at four surrounding points offset by a distance \(\Delta\) typically taken as \(\Delta = 0.001\) au. The partial derivatives are then found by linear approximation, e.g. for the first element of the Jacobian
\[
\frac{\partial p_\rho}{\partial p'_\rho} = \frac{p_\rho(p'_\rho + \Delta, A(t')) - p_\rho(p'_\rho - \Delta, A(t'))}{2\Delta}
\]

C.5 The critical line

The critical line is the contour line where \(\det J = 0\); however using a grid calculation, as when computing the deflection function in Fig. 5.1, and then looking for a zero does not give a sufficient accuracy unless the grid spacing is very small, making the computation costly. Instead the line is found step by step, by computing for each point the value at a distance \(h\) away in the initial phase space, at varying the angle \(\arctan(p_\rho/p_\perp)\). See Fig. C.1. A root search is then performed, giving an accurate value of the next point along the line. An
initial value is found by searching for a root along a specific $A'$ and varying $p'_0$ in a narrow range, which is manually chosen from a low-resolution grid calculation of the Jacobian; for Fig. 5.1, the initial interval was $p'_z = 0.3, 0.08 < p'_n < 0.12$.

Figure C.1: Stepwise search for a zero of the Jacobian. From the current point $p'_n$ where det $J$ is vanishing, det $J$ is computed at a series of new points at equal distance $h$ away varying the angle. Once a sign change is found between two points, a precision root search is performed for angles between these points, giving the next point $p'_{n+1}$ along the critical line.

C.6 The forward direction spectrum

The line of initial conditions giving forward directed motion is found in an analogous way, looking for zeros in $p'_0$ stepwise along the line. Once the line is found, the elements of the Jacobian matrix is computed element-wise in the same way as for Fig. 5.8 for each point along the line.

C.7 The zero energy structure

In order to include the effect of the detector on the scattering process, the basic CTMC method needs to be extended.

C.7.1 Inclusion of the electric field

The detector field is introduced by simply putting in an extra term $-\mathbf{x} \cdot \mathbf{E}_C$ in the equations of motion Eq. (C.4). Thereby the radial symmetry is preserved only if $\mathbf{E}_C \parallel \mathbf{E}_L$; otherwise a full 3D problem is obtained. For the situation of Fig. 6.17 the system is:

\[
\begin{align*}
\ddot{x} &= \frac{x}{r^3} - F(t) \\
\ddot{y} &= \frac{y}{r^3} \\
\ddot{z} &= \frac{z}{r^3} - F_C .
\end{align*}
\]
C.7 The zero energy structure

<table>
<thead>
<tr>
<th>check energy (fs)</th>
<th>extraction field only</th>
<th>simulation stopped (ns)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_0$</td>
<td>$t_1$</td>
<td>$t_2$</td>
</tr>
</tbody>
</table>

Figure C.2: Sketch of the different steps of the simulation with an extraction field.

C.7.2 The detector plate

As opposed to Section C.2 where the simulation runs for a prescribed time - until the laser pulse is negligible and motion is in the Coulomb field alone, where the asymptotic momentum is found from Eq. (C.3) - motion in a constant field never reaches an asymptotic momentum, and the momentum along the extraction field takes arbitrary large values if the running time is prolonged. The simulation needs in principle to be done like the experiment, running until the electron reaches a certain distance $d$, where its momentum in the perpendicular directions and its time of flight are recorded. By the same formula Eq. (6.1), the momentum distribution after interaction is reconstructed.

Since some electrons do not escape from the atom but are bound, even with the electric field of the detector, in practice one needs some maximum allowed running time.

To check the particle location at each time step introduces a complication into the numerical code, leading to significantly larger running times. An alternative approach is preferred. This makes use of the fact that well outside the interaction region, the Coulomb field plays no role any more. This has to be assumed anyway in order for the method and Eq. (6.1) to work. (In the simulation we however do not need any assumption about the time it takes to reach this region, in contrast to the experimental extraction where it is assumed to happen instantly and without momentum change on the way out.) One can therefore run until a certain time $t_2$ (corresponding to several nanoseconds), record the electron’s position $z_2$, and then calculate the flight time to a certain detector distance $z_d$ using the expressions for motion in a constant field $F$.

$$t_d = t_2 \pm \frac{\sqrt{2|z_2 - z_d|}}{F}$$

with positive sign if $z_2 < z_d$, negative sign otherwise. This expression is then used in Eq. (6.1) to obtain the measured momentum $p_z^{(m)}$.

Both methods have been used and give largely identical results. A few electrons, which at the stoppage time are still in the Coulomb barrier region, will be assigned a different momentum by the second method than the first, which models the experiment more closely. The error can be minimized by making the maximum allowed running time for method 2 longer. Given that the overall computation time for a given simulation time is much shorter with method 2, there is still a gain in precision by the second method.

A further drastic simplification is made in order to make the computation time shorter. After the laser pulse, the energy of each trajectory is conserved; thus by looking at the energy at a time $t_1$ after the pulse is over, the influence of the detector field can be estimated. It is negligible for all energies except
in a narrow range around $E = 0$; for higher energies, the Coulomb field is negligible during the subsequent motion, and the free-flight formula Eq. (C.3) gives accurate results; for lower energies, the electron remains bound close to the ion despite the presence of the detector field. We thus stop the simulation at $t_1$ and check the particle energy; if it is larger than some $E_{\text{max}}$, its asymptotic motion is treated by Eq. (C.3) and its final momentum recorded. As described in Section 6.4 all states below $E = -2\sqrt{F}$ remain bound forever, so only if $E(t_1) \in (-2\sqrt{F}, E_{\text{max}})$ is the simulation allowed to continue until the time $t_2$, where the momentum is obtained using method 2 above. We typically use $E_{\text{max}} = 2\sqrt{F}$; consistency was checked by changing $E_{\text{max}}$ between $2\sqrt{F}$ and $10\sqrt{F}$, without noticeable difference in the results.

The modifications are completely independent of the laser parameters and the atomic species studied in the simulation. It is therefore not necessary to tailor the simulation parameters for each new problem; the extensions to the standard CTMC method are completely general. The final time $t_2$ can be adjusted according to the external field strength; as long as it is large enough for all interesting trajectories to escape the potential, its exact value is however largely irrelevant.
Appendix D

ZES analytics

Here we perform some analytical calculations referred to in Chapter 7. The Jacobi elliptic functions are used throughout; for an overview of their properties see e.g. [111].

D.1 Calculation of \( \xi(\tau) \)

\[
\tau = \int_{\xi_1}^{\xi} \frac{d\xi}{\sqrt{2E\xi^2 + 2\xi(1+\beta) + \xi^4}} = \int_{\xi_1}^{\xi} \frac{d\xi}{\sqrt{\xi(\xi - \xi_1)(\xi - \xi_2)}}
\]

where \( \xi_{1,2} = -E \pm i\sqrt{2(1+\beta) - E^2} \). This integral corresponds to the case 17.4.71 in [78] with the real root = 0. (Note 2(1 + \beta) - E^2 > 0 for unbound motion, cf. Eq. (6.15).) We set according to 17.4.70

\[
\lambda_\xi \equiv (2(1 + \beta))^{1/4} \\
m_\xi \equiv \frac{1}{2} - \frac{1}{2} \frac{E}{\lambda_\xi^2}
\]

yielding

\[
\tau = \frac{1}{\lambda_\xi} F(\varphi|m_\xi) \quad \text{where} \quad \cos \varphi = \frac{\lambda_\xi^2 - \xi}{\lambda_\xi^2 + \xi} \quad (D.1)
\]

Using the property of the elliptic functions that

\[
\operatorname{cn} F(\varphi|m) = \cos \varphi
\]

we rewrite Eq. (D.1) as

\[
\operatorname{cn} \lambda_\xi \tau = \frac{\lambda_\xi^2 - \xi}{\lambda_\xi^2 + \xi} \quad \Rightarrow \\
\xi(\tau) = \lambda_\xi \frac{1 - \operatorname{cn} \lambda_\xi \tau}{1 + \operatorname{cn} \lambda_\xi \tau} \quad (= \lambda_\xi^2 \frac{(1 - \operatorname{cn} \lambda_\xi \tau)^2}{1 - \lambda_\xi^2 \tau})
\]

which is the desired expression.
D.2 Calculation of $\eta(\tau)$

\[
\tau = \int_0^\eta \frac{1}{\sqrt{2E\eta^2 + 2\eta(1 - \beta) - \eta}} = \int_\eta^{\eta_1} \frac{1}{\sqrt{-\eta(\eta - \eta_1)(\eta - \eta_2)}}
\]

where $\eta_{1,2} = E \pm \sqrt{E^2 + 2(1 - \beta)}$. Note that $\eta_1 \geq 0$, $\eta_2 \leq 0$ and $|\eta_1| \leq |\eta_2|$ since $E$ is negative. This integral corresponds to the case 17.4.68 in [78] with $\beta_1 = \eta_1$, $\beta_2 = 0$ and $\beta_3 = \eta_2$. We set according to 17.4.61 (substituting $m$ for $m_1$)

\[
\lambda_\eta = \frac{1}{2} \sqrt{\eta_1 - \eta_2} = \frac{1}{\sqrt{2}} (E^2 + 2(1 - \beta))^{1/4}
\]

\[
m_\eta = \frac{\eta_1}{\eta_1 - \eta_2} = \frac{1}{2} + \frac{E}{4\lambda_\eta^2}
\]

yielding

\[
\tau = \frac{1}{\lambda_\eta} F(\varphi|m_\eta) \quad \text{where} \quad \sin^2 \varphi = \frac{(\eta_1 - \eta_2)\eta}{\eta_1(\eta - \eta_2)}
\]

Using $\text{sn}F(\varphi|m) = \sin \varphi$ we rewrite this as

\[
\sin^2 \lambda_\eta \tau = \frac{(\eta_1 - \eta_2)\eta}{\eta_1(\eta - \eta_2)} \implies
\]

\[
\eta(\tau) = \frac{\eta_1 \eta_2 \sin^2 \lambda_\eta \tau}{\eta_1 \sin^2 \lambda_\eta \tau - (\eta_1 - \eta_2)}
\]

\[
= m_\eta \frac{\eta_2 \sin^2 \lambda_\eta \tau}{m_\eta \sin^2 \lambda_\eta \tau - 1}
\]

\[
= m_\eta \frac{\eta_2 \sin^2 \lambda_\eta \tau}{m_\eta \sin^2 \lambda_\eta \tau - 1} = \frac{1 - \beta}{\sqrt{E^2 + 2(1 - \beta)}} \text{sd}^2 \lambda_\eta \tau \equiv B \text{sd}^2 \lambda_\eta \tau
\]

which is the desired expression.

Properties

Due to properties of the function $\text{sd}$: $\text{sd}0 = 0$ and $\text{sd}2K = 0$ (period $4K$ so that period of $\text{sd}^2$ is $2K$), we see that

\[
\eta(0) = 0
\]

\[
\eta(\lambda_\eta \tau) = \eta(\lambda_\eta(\tau + 2K(m_\eta)/\lambda_\eta))
\]

i.e. $\eta$ is periodic with period $2K(m_\eta)/\lambda_\eta$. 
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Furthermore the maximum of $sd$ is at $K: sd = K = \frac{1}{1-m_\eta}$, yielding the maximum of $\eta$

$$\eta(\tau = K(m_\eta)/\lambda_\eta) = \frac{B}{1-m_\eta} = \eta_1 = E + \sqrt{E^2 + 2(1-\beta)}$$

a result easier obtained directly from setting $p_\eta = 0$ in Eq. (6.11).

## D.3 Finding the time delay

The physical time is given by Eq. (7.3). The time delay giving the measured momentum is given by calculating the physical time and subtracting the effect of asymptotic motion in the constant field only. By itself Eq. (7.3) diverges as $\tau \to T_\xi$. Removing the asymptotic motion gives an expression for the time delay due to the Coulomb potential:

$$t_d = \lim_{\tau_1 = T_\xi} \int_0^{\tau_1} \frac{\xi + \eta_1}{2} d\tau - \sqrt{\xi(\tau_1)}.$$

We treat the contribution from $\xi$ and $\eta$ separately.

### D.3.1 $t_\xi$

We write the integral as

$$t_\xi = \int_0^{\tau_1} \frac{\xi d\tau}{2} = \frac{\lambda_\xi^2}{2} \int_0^{\tau_1} \frac{1 - c\n_\xi \tau}{1 + c\n_\xi \tau} d\tau$$

where we suppress the parameter $m_\xi$. Changing variable to $u = \lambda_\xi \tau$ gives

$$t_\xi = \frac{\lambda_\xi}{2} \int_0^{u_1} \frac{1 - c\n u}{1 + c\n u} du \equiv \frac{\lambda_\xi}{2} I_1.$$

We rewrite the integral $I_1$ as

$$I_1 = \int_0^{u_1} \left(1 - \frac{c\n u}{sn u}\right)^2 du = \lim_{u_0 \to u_1} \left[\int_0^{u_1} \frac{sn^2 u du}{u} + \int_0^{u_1} \frac{cs^2 u du}{u} - \int_0^{u_1} \frac{2 c\n u}{sn^2 u} du\right].$$

We are interested in the limit when $u_1 \to 2K$. Due to $sn^2 u = sn^2(2K - u)$ and $c\n^2 u = c\n^2(2K - u)$ we can rewrite the first integral as

$$\int_0^{u_1} \frac{sn^2 u du}{u} = \int_0^K \frac{sn^2 u du}{u} + \int_0^{K-u_1} \frac{sn^2 u du}{u}$$

and the second similarly. Using the identities [130]

$$\int_u^K sn^2 u du = c\n u + K(m) - E(m) - u + E(am |\m)|$$

$$\int_u^K cs^2 u du = c\n u - E(m) + E(am |\m)|$$

$$\int \frac{c\n u}{sn^2 u} du = -du$$
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then gives

\[
I_1 = \lim_{u \to 0} \left\{ 2[cnuds - E(m) + E(amu|m)] + K(m) - u - 2dsu \right\}
+ \lim_{u \to 2K} \left\{ 2[cn(2K - u)ds(2K - u) - E(m) + E(am(2K - u)|m)]
+ K(m) - (2K - u) + 2dsu \right\}
\]

As \( u \to 0 \) cnu \to 1, so that the problematic dsu-terms cancel out in the first limit, but in the second the divergence survives. We can write (with \( E(am0|m) = E(am2K|m) = 0 \))

\[
I_1 = 2(K(m) - 2E(m)) + \lim_{u \to 2K} 4dsu.
\]

In calculating the time delay, we subtract

\[
\sqrt{\xi} = \lambda_\xi \frac{1 - \text{cn} u}{\text{sn} u} \to \lambda_\xi \frac{2}{u - 2K}
\]

where we expand snu close to 2K. Expanding dsu similarly gives dsu \to 1/(u - 2K), so that putting it all together gives

\[
t_\xi - \sqrt{\xi} = \frac{\lambda_\xi}{2} I_1 - \sqrt{\xi}
= \lambda_\xi \left( K(m) - 2E(m) + \lim_{u \to 2K} \left\{ \frac{2}{u - 2K} - \frac{2}{u - 2K} \right\} \right)
= \lambda_\xi (K(m) - 2E(m)).
\]

The divergences cancel exactly and a compact result is obtained.

**D.3.2 \( t_\eta \)**

Here the integral can be found directly in tables [78]

\[
mm_1 \int_0^u \text{sd}^2 \text{udu} = E(amu|m) - m_1u - m_\text{sn} \text{cd}u
\]  

(D.2)

so that

\[
t_\eta = \frac{B}{2} \int_0^{t_\eta} \text{sd}^2 (\lambda_\eta \tau|m_\eta) d\tau
= \frac{A}{\sqrt{2}} \left( \frac{E(amu|m_\eta) - m_{\eta 1}u - m_\eta \text{sn} \text{cd}u}{m_\eta m_{\eta 1}} \right)
\]

where

\[
u = 2\frac{\lambda_\eta}{\lambda_\xi} K(m_\xi)
\]

\[
A = \frac{1 - \beta}{(E^2 + 2(1 - \beta))^{4/3}}
\]
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D.4 Calculating the period of barrier orbits

We calculate the physical time

\[ t = \int_0^{T_\eta} \frac{\xi(\tau) + \eta(\tau)}{2} d\tau \]

during one half-period of oscillation in \( \eta \) (corresponding to one quarter-period in physical coordinates), for the periodic orbits described above. Since for these orbits \( \xi = |E| \),

\[ t = \frac{|E|}{2} T_\eta + \int_0^{T_\eta} \frac{\eta(\tau)}{2} d\tau \]  \hspace{1cm} (D.3)

with

\[ \eta(\tau) = Bsd^2(\tau|m) \]

\[ B = 1 - \frac{E^2}{4} \]

\[ m = \frac{1}{2} + \frac{E}{4} \]

\[ T_\eta = K(m) . \]

The identity Eq. (D.2) gives

\[ \int_0^{T_\eta} \frac{\eta(\tau)}{2} d\tau = \frac{B}{2mm_1} (E(amK(m)|m) - m_1 K(m) - msnK(m)cdK(m)) \]

and using the general properties of elliptic functions

\[ E(amK(m)|m) = E(m) \]
\[ cdK = 0 \]

leads to

\[ \int_0^{T_\eta} \frac{\eta(\tau)}{2} d\tau = \frac{B}{2mm_1} (E(m) - m_1 K(m)) . \]

Noting that

\[ mm_1 = \left( \frac{1}{2} + \frac{E}{4} \right) \left( \frac{1}{2} - \frac{E}{4} \right) = \frac{1}{4} B \]

we put everything into Eq. (D.3) to get

\[ t = -\frac{E}{2} K(m) + 2E(m) - 2 \left( \frac{1}{2} - \frac{E}{4} \right) K(m) = 2E(m) - K(m) \]

Multiplying by two to get the delay for one half-period gives Eq. (7.14).
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