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Overview 
•  Motivation 

•  Understanding 

•  Advanced Method 

•  Application 

•  Conclusion 



Networks 
•  Inference of 

networks from data 

•  Observations are 
afflicted with noise 

•  Standard measures 
do not consider 
observational noise 



Granger Causality 
•  Causes precede 

effects in time 

•  Cause contains 
information on 
effect 

•  Autoregressive 
processes 

x1

x2

x3



Simulated System 



Simulation Results 
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Theory (1-dimensional) 
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Theory (2-dimensional) 
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Simulation Results 
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Schematic 
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Simulation Results 
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Simulation Results 
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Simulation Results 

 

 

20

40

60

80

100

A
R

o
rd

er

A
R

o
rd

er

NSR of process x2 NSR of process x2

x1 → x2 x2 → x1

0
0 00.5 0.51 1

2 2

4 4

6 6

8 8

10 10

Increasing the order p 



Simulation Results 
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State Space Model 

Expectation-Maximisation (EM) algorithm 



Covariance of Coefficients 
•  Derive second 

derivative of 
likelihood 

•  Arrange 
derivatives in 
matrix and invert 

•  Covariance Matrix 



Simulation Results 
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Simulation Results 
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Simulation Results 
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Simulation Results 
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Application 
•  EEG from mice 

•  Right hippocampus 
and prefrontal 
cortex 

•  Quiet wake 

•  100s segements 



Application Results 

rHC PFx rHC PFx

Three mice Two mice 



Conclusion 
•  Networks from data 

•  Observational noise 

•  State space model 

•  Statistical inference 
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