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Figure 1. (a) Schematic level diagram for laser dressing of a pair of ground-

state atoms with Rydberg states. The ground states |g�, |h� do not participate

in inter-atomic interactions or spontaneously decay on time scales of interest.

States |s�, |p� are highly excited Rydberg states, participating in binary long-

range interactions, as explained in the text. Ground and excited states are

coupled in a far-detuned fashion, as indicated in the diagram. The symbol γ
indicates the relevance of spontaneous decay, which we discuss in section 3.5.

(b) Implementation of the scheme sketched in panel (a) for
7
Li, using the

indicated states to realize |g�, |h�, |s�, |p�. Also shown are the states energetically

closest to |s�, |p�. For the hyperfine-split ground state, F denotes the total atomic

angular momentum (nuclear, orbital and spin). See appendix B for further details

of the indicated transitions.

ground-state levels, are so far detuned that they can be safely neglected
2
. We show some realistic

level diagrams for
7
Li in figure 1(b) to demonstrate how this constraint can be met in practice.

Throughout the paper, we will refer to the states |g�, |s� as the ‘s-pair’ and the states |h�, |p� as

the ‘p-pair’.

Using the four states introduced above as a basis for the single atom, an N -body basis state

|k� is written as

|k� ≡ |k1 . . . kN � ≡ |k1� ⊗ . . . ⊗ |kN �, (3)

where k j ∈ {g, h, s, p} describes the electronic state of the atom j . For example, we write |ghs�
when the first atom is in state |g�, the second in |h� and the third in |s�. After defining operators

σ̂
(n)
kk� = |kn�� k

�
n
| with k, k

� ∈ {g, h, s, p}, where n is the atom index, the many-body Hamiltonian

can be written as

Ĥ = Ĥ 0 + V̂ , (4)

with

Ĥ 0 = −�s

�

n
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ss
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�

n
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pp

+

�

nl

Unl σ̂
(n)
sp
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(5)

2
If both couplings are realized by two-photon transitions, these considerations should include the virtual middle

level. We require couplings |g� ↔ |ms� ↔ |s� and |h� ↔ |m p� ↔ |p� with uniquely assigned states |ms/p�. See

appendix B for more details.
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(1) Motivation
(Unfrozen Rydberg gases, Excitation transport)



Rydberg atoms

• atoms in states with large principal 
quantum number n ~ 40-100.

• Large size ~ n2  (85nm for n=40)

• Large polarizability ~ n7

• Long life times ~ n3  (40µs for n=40)

• long range interactions                 
 C3 ~ n4     dipole-dipole         
 C6 ~ n11    Van-der-Waals
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Frozen Rydberg gases
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• Rydberg excitation takes <1 µs, 
experiments can be done faster 
than atomic motional time-scale: 
frozen Rydberg gas 

E. Urban et al. Nature Phys. 5 110 (2009).

excitation and an increase of NR, which scales only like
N0:43!0:03

g . Thus, a strong suppression of the Rydberg atom
number due to the van der Waals interaction is observed.
This clearly indicates that the following experiments are
done in the strong blockade regime, where strong interac-
tions among the Rydberg atoms suppress the excitation
substantially.

In order to demonstrate coherence in the sense of a
unitary evolution of the system, the experimental sequence
is changed. After preparing the ground state atoms in the
magnetic trap, a square laser pulse with a pulse duration !
and a Rabi frequency !0 is switched on. After the time
!p " ! the phase of the radio frequency of the AOM,
which is used to control the 480 nm light, is shifted by "
[Fig. 3(a)]. This phase flip changes the Rabi frequency
from !0 to #!0. With this rotary echo sequence, the
ground state atoms are excited for a time !p and deexcited

for a time !# !p if no substantial dephasing, e.g., by an
inhomogeneous field, occurred [Fig. 3(b)].

Three typical rotary echo measurements are shown in
Fig. 4 for a number of ground state atoms Ng $ 1:0% 106
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FIG. 3 (color online). Schematic of the pulse sequence for the
rotary echo experiment. (a) An excitation pulse of constant
duration ! is applied. After a variable time !p the phase of the
radio frequency of the AOM, which switches the 480 nm light, is
shifted by ". The phase shift is equivalent to inverting the sign of
!0 to #!0. (b) The gray (colored online) curves schematically
show the excitation dynamics for the whole sample during the
pulse sequence for some values of !p if no dephasing due to
interaction occurred. The black line indicates the time evolution
of the Rydberg population without changing the sign of the Rabi
frequency. This corresponds to the evolution of excitation in
Fig. 2(a) for short excitation times, whereas the initial quadratic
rise is exaggerated and typically changes to a linear rise after a
few ten nanoseconds.
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FIG. 2 (color online). (a) Typical Rydberg atom numbers as a
function of excitation time ! for ng $ 5:2% 1019 m#3, i.e.,
Ng $ 1:1% 107 and !0 $ 2"% 90:5 kHz. The error bar shows
the statistical fluctuation of the Rydberg atom number over ten
experiments at every excitation time. (b) Rydberg atom number
NR (!) as a function of the number of ground state atoms Ng and
their density ng (upper scale). From a power-law fit NR /
N0:43!0:03

g is deduced. For comparison the upper solid line shows
the expected Rydberg number for an excitation of noninteracting
Rydberg atoms. The lower solid line takes a frequency uncer-
tainty of the excitation laser of 2"% 1:5 MHz into account. The
filled data points (") indicate the atom numbers for which the
rotary echo signals are shown in Fig. 4. The statistical fluctuation
is smaller than the marker size.
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FIG. 4. Three typical rotary echo measurements for different
ground state atom densities. During an excitation pulse of
constant duration ! a "-phase flip of the radio frequency of
the AOM, which controls the 480 nm light, is applied at a
variable time !p. This results in a change of the sign of !0 to
#!0. By this the excitation is, in the absence of any dephasing
effect, completely reversed. A parabolic function is fitted to the
data to guide the eye. The visibilities of the rotary echo signal
obtained are &47! 8'% with Ng $ 1:0% 106 in (a), &48! 5'%
with Ng $ 3:3% 106 in (b), and &29! 6'% with Ng $ 1:0%
107 in (c). The error bar indicates the statistical fluctuation of the
Rydberg atom number over five independent experiments.
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In a first experiment, we placed the two traps at a distance of

18±0.5 µmand repeated the excitation sequence 100 times, starting
each time with newly trapped atoms. We measured for each atom
whether it was lost or recaptured at the end of each sequence and
calculated the probability to excite it in the Rydberg state, which is
equal to the probability to lose it. When only one of the two traps is
filled, the excitation probability exhibits Rabi oscillations between
the ground state and the Rydberg state, as shown in Fig. 3a. A fit
to the data yields a two-photon Rabi frequency Ω ≈ 2π× 7MHz,
which is in agreement with the measured waists and powers of
the lasers. The decay of the fringe amplitude is explained by
frequency fluctuations (∼1MHz) as well as shot-to-shot intensity
fluctuations of the lasers (∼5%), which results in a jitter in the two-
photon resonance frequency.We attribute themaximum excitation
probability of ∼80% to this decay and to the imperfect optical
pumping of the atoms in the Zeeman state |5s1/2,F =2,MF =2�.

We then repeated the sequence with two atoms trapped at
the same time and measured the probability to excite the two
atoms with the same laser pulse. The results are represented in
Fig. 3a by the triangles. We compared this probability with the
probability to excite simultaneously two non-interacting atoms,
which should be equal to the product of the probabilities to excite
each atom independently, measured previously. The blue circles in
Fig. 3a represent this product, calculated from the data for each
independent atom. The agreement between the two curves shows
that the two atoms, when separated by 18 µm, behave independently
and therefore have a negligible interaction. This result agrees with
the theory because the blockade becomes effective at a distance
between the atoms for which the interaction shift �E is equal
to the linewidth of the excitation pulse, of the order of the Rabi
frequency Ω . For our particular choice of the Rydberg state,
this yields R≈ 8 µm.

In a second step, we repeated the previous experiment but
with a distance between the traps of 3.6± 0.5 µm, which is in a
regime where blockade is expected. Once again we measured the
probability to excite one atom when the other one is absent and got
the one-atom Rabi oscillations. When two atoms were trapped, we
measured the probability to excite the two atoms simultaneously, as
shown in Fig. 3b by the triangles. The simultaneous excitation of the
two atoms is greatly suppressed with respect to the case where the
atoms are far apart. This suppression is the signature of the blockade
regime. The fact that the probability of simultaneous excitation of
the two atoms is not completely cancelled may be explained by the
existence of extra potential curves coming from imperfect control
of the atomic state and leading to smaller interaction energies20.
This imperfect control can be due to stray electric fields, imperfect
polarizations of the lasers and random positions of the atoms in
their trap (see last paragraph) meaning that the inter-nuclear axis is
not always perfectly aligned with the quantization axis.

We now come to the direct observation of collective one-atom
excitation in the blockade regime, that is, with two atoms separated
by R= 3.6 µm. Figure 4 shows the probability to excite only one
of the two atoms as a function of the duration of the excitation
pulse, together with the probability to excite only one atom when
the other dipole trap is empty. The two probabilities oscillate with
different frequencies, the ratio of which is 1.38± 0.03 (the error
corresponds to one standard deviation). This value is compatible
with the ratio

√
2 that we expect in the blockade regime. As

explained at the beginning of this letter, the oscillation of the
probability to excite only one atom at a frequency

√
2Ω is the

signature that the two-atom system oscillates between the state
|g ,g � and the entangled state |Ψ+�= (1/

√
2)(eik·ra |r,g �+eik·rb |g ,r�),

where k= kR +kB is the sum of the wave vectors of the two lasers
involved in the two-photon transition.

Finally, we analyse the influence of the atoms’ motion on this
entangled state. We measured a temperature of the atoms in their
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Figure 4 | Excitation of one atom versus collective excitation of two

atoms separated by 3.6µm. The circles represent the probability to excite
atom a when atom b is absent (same curve as in Fig. 3b). A fit to the data
yields a frequency of this Rabi oscillation Ω/2π= 7.0±0.2MHz. The error
comes from the fit and corresponds to one standard deviation. The squares
represent the probability to excite only one atom when the two atoms are
trapped and are exposed to the same excitation pulse. The fit gives an
oscillation frequency Ω �/2π=9.7±0.2MHz. The ratio of the oscillation
frequencies is 1.38±0.03, close to the value

√
2 expected for the collective

oscillation of two atoms between |g,g� and |Ψ+�.

trap of 70 µK (ref. 23). This leads to amplitudes of the motion
of ±800 nm in the longitudinal (y) direction (trap frequency
16 kHz) and ±200 nm in the radial (x and z) direction of the
traps (frequency 77 kHz). As the fastest oscillation period is 13 µs
and the excitation time is of the order of a hundred nanoseconds,
the motion of the atoms is frozen during the excitation. The
temperature results only in a dispersion of the positions of the atoms
from shot to shot. Therefore, the relative phase φ = k · (ra − rb)
between the two components of the superposition is constant
during the excitation, but varies randomly from shot to shot over
more than 2π. This creates an effective decoherence mechanism
for the state |Ψ+�, which would prevent the direct observation
of the entanglement. However, this fluctuating phase can be
erased in the following way: one first couples one hyperfine
ground state |0� to a Rydberg state |r�, producing the state
|Ψ+� = (1/

√
2)(|r,0�+ eiφ |0,r�) as described in this letter. Then a

second pulse, applied before the atomsmove, couples |r� to a second
hyperfine ground state |1�. If the wave vectors of the two excitations
are the same, the phase during the second step cancels the phase
of the first excitation. The resulting entangled state is therefore
(1/

√
2)(|1,0�+|0,1�), which involves long-lived atomic qubits24,25.

In conclusion, the results presented here indicate that we control
the physical mechanism needed to deterministically entangle
two atoms on fast timescales, compatible with sub-microsecond
operation of a quantum gate1. Combined with our abilities to
manipulate the state of a single atom24, to keep and to transport
its quantum state25, our system is well adapted to applications of the
Rydberg blockade in quantum-information processing.
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excitation and an increase of NR, which scales only like
N0:43!0:03

g . Thus, a strong suppression of the Rydberg atom
number due to the van der Waals interaction is observed.
This clearly indicates that the following experiments are
done in the strong blockade regime, where strong interac-
tions among the Rydberg atoms suppress the excitation
substantially.

In order to demonstrate coherence in the sense of a
unitary evolution of the system, the experimental sequence
is changed. After preparing the ground state atoms in the
magnetic trap, a square laser pulse with a pulse duration !
and a Rabi frequency !0 is switched on. After the time
!p " ! the phase of the radio frequency of the AOM,
which is used to control the 480 nm light, is shifted by "
[Fig. 3(a)]. This phase flip changes the Rabi frequency
from !0 to #!0. With this rotary echo sequence, the
ground state atoms are excited for a time !p and deexcited

for a time !# !p if no substantial dephasing, e.g., by an
inhomogeneous field, occurred [Fig. 3(b)].

Three typical rotary echo measurements are shown in
Fig. 4 for a number of ground state atoms Ng $ 1:0% 106
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FIG. 3 (color online). Schematic of the pulse sequence for the
rotary echo experiment. (a) An excitation pulse of constant
duration ! is applied. After a variable time !p the phase of the
radio frequency of the AOM, which switches the 480 nm light, is
shifted by ". The phase shift is equivalent to inverting the sign of
!0 to #!0. (b) The gray (colored online) curves schematically
show the excitation dynamics for the whole sample during the
pulse sequence for some values of !p if no dephasing due to
interaction occurred. The black line indicates the time evolution
of the Rydberg population without changing the sign of the Rabi
frequency. This corresponds to the evolution of excitation in
Fig. 2(a) for short excitation times, whereas the initial quadratic
rise is exaggerated and typically changes to a linear rise after a
few ten nanoseconds.
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FIG. 2 (color online). (a) Typical Rydberg atom numbers as a
function of excitation time ! for ng $ 5:2% 1019 m#3, i.e.,
Ng $ 1:1% 107 and !0 $ 2"% 90:5 kHz. The error bar shows
the statistical fluctuation of the Rydberg atom number over ten
experiments at every excitation time. (b) Rydberg atom number
NR (!) as a function of the number of ground state atoms Ng and
their density ng (upper scale). From a power-law fit NR /
N0:43!0:03

g is deduced. For comparison the upper solid line shows
the expected Rydberg number for an excitation of noninteracting
Rydberg atoms. The lower solid line takes a frequency uncer-
tainty of the excitation laser of 2"% 1:5 MHz into account. The
filled data points (") indicate the atom numbers for which the
rotary echo signals are shown in Fig. 4. The statistical fluctuation
is smaller than the marker size.
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FIG. 4. Three typical rotary echo measurements for different
ground state atom densities. During an excitation pulse of
constant duration ! a "-phase flip of the radio frequency of
the AOM, which controls the 480 nm light, is applied at a
variable time !p. This results in a change of the sign of !0 to
#!0. By this the excitation is, in the absence of any dephasing
effect, completely reversed. A parabolic function is fitted to the
data to guide the eye. The visibilities of the rotary echo signal
obtained are &47! 8'% with Ng $ 1:0% 106 in (a), &48! 5'%
with Ng $ 3:3% 106 in (b), and &29! 6'% with Ng $ 1:0%
107 in (c). The error bar indicates the statistical fluctuation of the
Rydberg atom number over five independent experiments.
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In a first experiment, we placed the two traps at a distance of

18±0.5 µmand repeated the excitation sequence 100 times, starting
each time with newly trapped atoms. We measured for each atom
whether it was lost or recaptured at the end of each sequence and
calculated the probability to excite it in the Rydberg state, which is
equal to the probability to lose it. When only one of the two traps is
filled, the excitation probability exhibits Rabi oscillations between
the ground state and the Rydberg state, as shown in Fig. 3a. A fit
to the data yields a two-photon Rabi frequency Ω ≈ 2π× 7MHz,
which is in agreement with the measured waists and powers of
the lasers. The decay of the fringe amplitude is explained by
frequency fluctuations (∼1MHz) as well as shot-to-shot intensity
fluctuations of the lasers (∼5%), which results in a jitter in the two-
photon resonance frequency.We attribute themaximum excitation
probability of ∼80% to this decay and to the imperfect optical
pumping of the atoms in the Zeeman state |5s1/2,F =2,MF =2�.

We then repeated the sequence with two atoms trapped at
the same time and measured the probability to excite the two
atoms with the same laser pulse. The results are represented in
Fig. 3a by the triangles. We compared this probability with the
probability to excite simultaneously two non-interacting atoms,
which should be equal to the product of the probabilities to excite
each atom independently, measured previously. The blue circles in
Fig. 3a represent this product, calculated from the data for each
independent atom. The agreement between the two curves shows
that the two atoms, when separated by 18 µm, behave independently
and therefore have a negligible interaction. This result agrees with
the theory because the blockade becomes effective at a distance
between the atoms for which the interaction shift �E is equal
to the linewidth of the excitation pulse, of the order of the Rabi
frequency Ω . For our particular choice of the Rydberg state,
this yields R≈ 8 µm.

In a second step, we repeated the previous experiment but
with a distance between the traps of 3.6± 0.5 µm, which is in a
regime where blockade is expected. Once again we measured the
probability to excite one atom when the other one is absent and got
the one-atom Rabi oscillations. When two atoms were trapped, we
measured the probability to excite the two atoms simultaneously, as
shown in Fig. 3b by the triangles. The simultaneous excitation of the
two atoms is greatly suppressed with respect to the case where the
atoms are far apart. This suppression is the signature of the blockade
regime. The fact that the probability of simultaneous excitation of
the two atoms is not completely cancelled may be explained by the
existence of extra potential curves coming from imperfect control
of the atomic state and leading to smaller interaction energies20.
This imperfect control can be due to stray electric fields, imperfect
polarizations of the lasers and random positions of the atoms in
their trap (see last paragraph) meaning that the inter-nuclear axis is
not always perfectly aligned with the quantization axis.

We now come to the direct observation of collective one-atom
excitation in the blockade regime, that is, with two atoms separated
by R= 3.6 µm. Figure 4 shows the probability to excite only one
of the two atoms as a function of the duration of the excitation
pulse, together with the probability to excite only one atom when
the other dipole trap is empty. The two probabilities oscillate with
different frequencies, the ratio of which is 1.38± 0.03 (the error
corresponds to one standard deviation). This value is compatible
with the ratio

√
2 that we expect in the blockade regime. As

explained at the beginning of this letter, the oscillation of the
probability to excite only one atom at a frequency

√
2Ω is the

signature that the two-atom system oscillates between the state
|g ,g � and the entangled state |Ψ+�= (1/

√
2)(eik·ra |r,g �+eik·rb |g ,r�),

where k= kR +kB is the sum of the wave vectors of the two lasers
involved in the two-photon transition.

Finally, we analyse the influence of the atoms’ motion on this
entangled state. We measured a temperature of the atoms in their
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Figure 4 | Excitation of one atom versus collective excitation of two

atoms separated by 3.6µm. The circles represent the probability to excite
atom a when atom b is absent (same curve as in Fig. 3b). A fit to the data
yields a frequency of this Rabi oscillation Ω/2π= 7.0±0.2MHz. The error
comes from the fit and corresponds to one standard deviation. The squares
represent the probability to excite only one atom when the two atoms are
trapped and are exposed to the same excitation pulse. The fit gives an
oscillation frequency Ω �/2π=9.7±0.2MHz. The ratio of the oscillation
frequencies is 1.38±0.03, close to the value

√
2 expected for the collective

oscillation of two atoms between |g,g� and |Ψ+�.

trap of 70 µK (ref. 23). This leads to amplitudes of the motion
of ±800 nm in the longitudinal (y) direction (trap frequency
16 kHz) and ±200 nm in the radial (x and z) direction of the
traps (frequency 77 kHz). As the fastest oscillation period is 13 µs
and the excitation time is of the order of a hundred nanoseconds,
the motion of the atoms is frozen during the excitation. The
temperature results only in a dispersion of the positions of the atoms
from shot to shot. Therefore, the relative phase φ = k · (ra − rb)
between the two components of the superposition is constant
during the excitation, but varies randomly from shot to shot over
more than 2π. This creates an effective decoherence mechanism
for the state |Ψ+�, which would prevent the direct observation
of the entanglement. However, this fluctuating phase can be
erased in the following way: one first couples one hyperfine
ground state |0� to a Rydberg state |r�, producing the state
|Ψ+� = (1/

√
2)(|r,0�+ eiφ |0,r�) as described in this letter. Then a

second pulse, applied before the atomsmove, couples |r� to a second
hyperfine ground state |1�. If the wave vectors of the two excitations
are the same, the phase during the second step cancels the phase
of the first excitation. The resulting entangled state is therefore
(1/

√
2)(|1,0�+|0,1�), which involves long-lived atomic qubits24,25.

In conclusion, the results presented here indicate that we control
the physical mechanism needed to deterministically entangle
two atoms on fast timescales, compatible with sub-microsecond
operation of a quantum gate1. Combined with our abilities to
manipulate the state of a single atom24, to keep and to transport
its quantum state25, our system is well adapted to applications of the
Rydberg blockade in quantum-information processing.
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Observation of Rydberg blockade between
two atoms
E. Urban, T. A. Johnson, T. Henage, L. Isenhower, D. D. Yavuz, T. G. Walker and M. Saffman*

Blockade interactions whereby a single particle prevents the

flow or excitation of other particles provide a mechanism for

control of quantum states, including entanglement of two or

more particles. Blockade has been observed for electrons
1–3
,

photons
4
and cold atoms

5
. Furthermore, dipolar interactions

between highly excited atoms have been proposed as a

mechanism for ‘Rydberg blockade’
6,7
, which might provide a

novel approach to a number of quantum protocols
8–11

. Dipolar

interactions between Rydberg atoms were observed several

decades ago
12
and have been studied recently in a many-body

regime using cold atoms
13–18

. However, to harness Rydberg

blockade for controlled quantum dynamics, it is necessary to

achieve strong interactions between single pairs of atoms.

Here, we demonstrate that a single Rydberg-excited rubidium

atom blocks excitation of a second atom located more than

10µm away. The observed probability of double excitation is

less than 20%, consistent with a theoretical model of the

Rydberg interaction augmented by Monte Carlo simulations

that account for experimental imperfections.

The mechanism of Rydberg blockade is shown in Fig. 1a. Two
atoms, one labelled ‘control’ and the other ‘target’, are placed in
proximity with each other. The ground state |1� and Rydberg state
|r� of each atom form a two-level system that is coupled by laser
beams with Rabi frequency Ω . Application of a 2π pulse (Ω t = 2π
with t being the pulse duration) on the target atom results in
excitation and de-excitation of the target atom giving a phase shift
of π on the quantum state, |1�t → −|1�t. If the control atom is
excited to the Rydberg state before application of the 2π pulse, the
dipole–dipole interaction |r�c ↔ |r�t shifts the Rydberg level by an
amount B that detunes the excitation of the target atom so that it is
blocked and |1�t → |1�t. Thus, the excitation dynamics and phase of
the target atom depend on the state of the control atom. Combining
this Rydberg-blockade-mediated controlled-phase operation6 with
π/2 single-atom rotations between states |0�t and |1�t of the
target will implement the CNOT gate between two atoms. We
have previously demonstrated the ability to carry out ground-state
rotations at individual trapping sites19, as well as coherent excitation
from ground to Rydberg states at a single site20. Here, we describe
experiments that demonstrate the Rydberg blockade effect between
two neutral atoms separated by more than 10 µm, which is an
enabling step towards creation of entangled atomic states. Previous
demonstrations of neutral-atom entanglement have relied on short-
range collisions at length scales characterized by a low-energy
scattering length of about 10 nm (refs 21,22). Our results, using
laser-cooled and optically trapped 87Rb, extend the distance for
strong two-atom interactions by three orders of magnitude, and
place us in a regimewhere the interaction distance is large compared
with 1 µm, which is the characteristic wavelength of light needed
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Figure 1 | Rydberg blockade mechanism. a, Conceptual operation of a

Rydberg blockade phase gate between control and target atoms each with

internal qubit states |0�,|1� and Rydberg state |r�. b, Experimental geometry

with two trapping regions separated by Z= 10 µm. c, Experimental

fluorescence image of the atomic density created by averaging 146

exposures each with one atom in the control and target sites.

for internal-state manipulation. The ten-to-one ratio we achieve
between the interaction length and the wavelength of the control
light is a significant step towards demonstration of a universal
quantumgate between neutral atoms in a scalable architecture.

To carry out the blockade operation of Fig. 1a, the atoms must
be close enough to have a strong interaction, yet far enough apart
that they can be individually controlled (Fig. 1b). To satisfy these
conflicting requirements, we first localize single atoms to regions
that are formed by tightly focused beams from a far-detuned laser.
The lasers that control the coupling between internal states are
focused to a small waist w ∼ 10 µm so the atoms can be separately
manipulated by displacing the control lasers, even though the
trapping sites are close together. In addition, we excite high-lying
Rydberg levels with n= 79 and 90. The strength of the long-range
interaction between two Rydberg atoms scales as n11, with n being
the principal quantumnumber23. As will be discussed inmore detail
below, the 79d(90d) Rydberg levels provide B/2π > 3(9.5)MHz
of blockade shift at Z = 10.2 µm, which is sufficient for a strong
two-atom blockade effect.
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Example:

distance d=3.6 µm, t    =0.3 µs

87Rb, | Ψ � = | ν = 58, l = 0 �

VdW acceleration   ~ 0.3 µm/µs/µs

exp



Frozen Rydberg gases

5

• Rydberg excitation takes <1 µs, 
experiments can be done faster 
than atomic motional time-scale: 
frozen Rydberg gas 

E. Urban et al. Nature Phys. 5 110 (2009).

excitation and an increase of NR, which scales only like
N0:43!0:03

g . Thus, a strong suppression of the Rydberg atom
number due to the van der Waals interaction is observed.
This clearly indicates that the following experiments are
done in the strong blockade regime, where strong interac-
tions among the Rydberg atoms suppress the excitation
substantially.

In order to demonstrate coherence in the sense of a
unitary evolution of the system, the experimental sequence
is changed. After preparing the ground state atoms in the
magnetic trap, a square laser pulse with a pulse duration !
and a Rabi frequency !0 is switched on. After the time
!p " ! the phase of the radio frequency of the AOM,
which is used to control the 480 nm light, is shifted by "
[Fig. 3(a)]. This phase flip changes the Rabi frequency
from !0 to #!0. With this rotary echo sequence, the
ground state atoms are excited for a time !p and deexcited

for a time !# !p if no substantial dephasing, e.g., by an
inhomogeneous field, occurred [Fig. 3(b)].

Three typical rotary echo measurements are shown in
Fig. 4 for a number of ground state atoms Ng $ 1:0% 106

0 P1 P2 P3

excitation pulse

RF

P

time time

R
yd

be
rg

 a
to

m
 n

um
be

r

0 - 0

0 - 0

0

(a) (b)

Ω

τ τ τ τ τ τ

Ω

Ω Ω

FIG. 3 (color online). Schematic of the pulse sequence for the
rotary echo experiment. (a) An excitation pulse of constant
duration ! is applied. After a variable time !p the phase of the
radio frequency of the AOM, which switches the 480 nm light, is
shifted by ". The phase shift is equivalent to inverting the sign of
!0 to #!0. (b) The gray (colored online) curves schematically
show the excitation dynamics for the whole sample during the
pulse sequence for some values of !p if no dephasing due to
interaction occurred. The black line indicates the time evolution
of the Rydberg population without changing the sign of the Rabi
frequency. This corresponds to the evolution of excitation in
Fig. 2(a) for short excitation times, whereas the initial quadratic
rise is exaggerated and typically changes to a linear rise after a
few ten nanoseconds.
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FIG. 2 (color online). (a) Typical Rydberg atom numbers as a
function of excitation time ! for ng $ 5:2% 1019 m#3, i.e.,
Ng $ 1:1% 107 and !0 $ 2"% 90:5 kHz. The error bar shows
the statistical fluctuation of the Rydberg atom number over ten
experiments at every excitation time. (b) Rydberg atom number
NR (!) as a function of the number of ground state atoms Ng and
their density ng (upper scale). From a power-law fit NR /
N0:43!0:03

g is deduced. For comparison the upper solid line shows
the expected Rydberg number for an excitation of noninteracting
Rydberg atoms. The lower solid line takes a frequency uncer-
tainty of the excitation laser of 2"% 1:5 MHz into account. The
filled data points (") indicate the atom numbers for which the
rotary echo signals are shown in Fig. 4. The statistical fluctuation
is smaller than the marker size.
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FIG. 4. Three typical rotary echo measurements for different
ground state atom densities. During an excitation pulse of
constant duration ! a "-phase flip of the radio frequency of
the AOM, which controls the 480 nm light, is applied at a
variable time !p. This results in a change of the sign of !0 to
#!0. By this the excitation is, in the absence of any dephasing
effect, completely reversed. A parabolic function is fitted to the
data to guide the eye. The visibilities of the rotary echo signal
obtained are &47! 8'% with Ng $ 1:0% 106 in (a), &48! 5'%
with Ng $ 3:3% 106 in (b), and &29! 6'% with Ng $ 1:0%
107 in (c). The error bar indicates the statistical fluctuation of the
Rydberg atom number over five independent experiments.

PRL 100, 013002 (2008) P H Y S I C A L R E V I E W L E T T E R S week ending
11 JANUARY 2008

013002-3

U. Raitzsch, V. Bendkovsky, R. Heidemann, B. Butscher, R. Löw 
and T. Pfau;  Phys. Rev. Lett. 100 013002 (2008).

A. Gaetan et al. Nature Phys. 5 115 (2009).

NATURE PHYSICS DOI: 10.1038/NPHYS1183 LETTERS
In a first experiment, we placed the two traps at a distance of

18±0.5 µmand repeated the excitation sequence 100 times, starting
each time with newly trapped atoms. We measured for each atom
whether it was lost or recaptured at the end of each sequence and
calculated the probability to excite it in the Rydberg state, which is
equal to the probability to lose it. When only one of the two traps is
filled, the excitation probability exhibits Rabi oscillations between
the ground state and the Rydberg state, as shown in Fig. 3a. A fit
to the data yields a two-photon Rabi frequency Ω ≈ 2π× 7MHz,
which is in agreement with the measured waists and powers of
the lasers. The decay of the fringe amplitude is explained by
frequency fluctuations (∼1MHz) as well as shot-to-shot intensity
fluctuations of the lasers (∼5%), which results in a jitter in the two-
photon resonance frequency.We attribute themaximum excitation
probability of ∼80% to this decay and to the imperfect optical
pumping of the atoms in the Zeeman state |5s1/2,F =2,MF =2�.

We then repeated the sequence with two atoms trapped at
the same time and measured the probability to excite the two
atoms with the same laser pulse. The results are represented in
Fig. 3a by the triangles. We compared this probability with the
probability to excite simultaneously two non-interacting atoms,
which should be equal to the product of the probabilities to excite
each atom independently, measured previously. The blue circles in
Fig. 3a represent this product, calculated from the data for each
independent atom. The agreement between the two curves shows
that the two atoms, when separated by 18 µm, behave independently
and therefore have a negligible interaction. This result agrees with
the theory because the blockade becomes effective at a distance
between the atoms for which the interaction shift �E is equal
to the linewidth of the excitation pulse, of the order of the Rabi
frequency Ω . For our particular choice of the Rydberg state,
this yields R≈ 8 µm.

In a second step, we repeated the previous experiment but
with a distance between the traps of 3.6± 0.5 µm, which is in a
regime where blockade is expected. Once again we measured the
probability to excite one atom when the other one is absent and got
the one-atom Rabi oscillations. When two atoms were trapped, we
measured the probability to excite the two atoms simultaneously, as
shown in Fig. 3b by the triangles. The simultaneous excitation of the
two atoms is greatly suppressed with respect to the case where the
atoms are far apart. This suppression is the signature of the blockade
regime. The fact that the probability of simultaneous excitation of
the two atoms is not completely cancelled may be explained by the
existence of extra potential curves coming from imperfect control
of the atomic state and leading to smaller interaction energies20.
This imperfect control can be due to stray electric fields, imperfect
polarizations of the lasers and random positions of the atoms in
their trap (see last paragraph) meaning that the inter-nuclear axis is
not always perfectly aligned with the quantization axis.

We now come to the direct observation of collective one-atom
excitation in the blockade regime, that is, with two atoms separated
by R= 3.6 µm. Figure 4 shows the probability to excite only one
of the two atoms as a function of the duration of the excitation
pulse, together with the probability to excite only one atom when
the other dipole trap is empty. The two probabilities oscillate with
different frequencies, the ratio of which is 1.38± 0.03 (the error
corresponds to one standard deviation). This value is compatible
with the ratio

√
2 that we expect in the blockade regime. As

explained at the beginning of this letter, the oscillation of the
probability to excite only one atom at a frequency

√
2Ω is the

signature that the two-atom system oscillates between the state
|g ,g � and the entangled state |Ψ+�= (1/

√
2)(eik·ra |r,g �+eik·rb |g ,r�),

where k= kR +kB is the sum of the wave vectors of the two lasers
involved in the two-photon transition.

Finally, we analyse the influence of the atoms’ motion on this
entangled state. We measured a temperature of the atoms in their
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Figure 4 | Excitation of one atom versus collective excitation of two

atoms separated by 3.6µm. The circles represent the probability to excite
atom a when atom b is absent (same curve as in Fig. 3b). A fit to the data
yields a frequency of this Rabi oscillation Ω/2π= 7.0±0.2MHz. The error
comes from the fit and corresponds to one standard deviation. The squares
represent the probability to excite only one atom when the two atoms are
trapped and are exposed to the same excitation pulse. The fit gives an
oscillation frequency Ω �/2π=9.7±0.2MHz. The ratio of the oscillation
frequencies is 1.38±0.03, close to the value

√
2 expected for the collective

oscillation of two atoms between |g,g� and |Ψ+�.

trap of 70 µK (ref. 23). This leads to amplitudes of the motion
of ±800 nm in the longitudinal (y) direction (trap frequency
16 kHz) and ±200 nm in the radial (x and z) direction of the
traps (frequency 77 kHz). As the fastest oscillation period is 13 µs
and the excitation time is of the order of a hundred nanoseconds,
the motion of the atoms is frozen during the excitation. The
temperature results only in a dispersion of the positions of the atoms
from shot to shot. Therefore, the relative phase φ = k · (ra − rb)
between the two components of the superposition is constant
during the excitation, but varies randomly from shot to shot over
more than 2π. This creates an effective decoherence mechanism
for the state |Ψ+�, which would prevent the direct observation
of the entanglement. However, this fluctuating phase can be
erased in the following way: one first couples one hyperfine
ground state |0� to a Rydberg state |r�, producing the state
|Ψ+� = (1/

√
2)(|r,0�+ eiφ |0,r�) as described in this letter. Then a

second pulse, applied before the atomsmove, couples |r� to a second
hyperfine ground state |1�. If the wave vectors of the two excitations
are the same, the phase during the second step cancels the phase
of the first excitation. The resulting entangled state is therefore
(1/

√
2)(|1,0�+|0,1�), which involves long-lived atomic qubits24,25.

In conclusion, the results presented here indicate that we control
the physical mechanism needed to deterministically entangle
two atoms on fast timescales, compatible with sub-microsecond
operation of a quantum gate1. Combined with our abilities to
manipulate the state of a single atom24, to keep and to transport
its quantum state25, our system is well adapted to applications of the
Rydberg blockade in quantum-information processing.
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Observation of Rydberg blockade between
two atoms
E. Urban, T. A. Johnson, T. Henage, L. Isenhower, D. D. Yavuz, T. G. Walker and M. Saffman*

Blockade interactions whereby a single particle prevents the

flow or excitation of other particles provide a mechanism for

control of quantum states, including entanglement of two or

more particles. Blockade has been observed for electrons
1–3
,

photons
4
and cold atoms

5
. Furthermore, dipolar interactions

between highly excited atoms have been proposed as a

mechanism for ‘Rydberg blockade’
6,7
, which might provide a

novel approach to a number of quantum protocols
8–11

. Dipolar

interactions between Rydberg atoms were observed several

decades ago
12
and have been studied recently in a many-body

regime using cold atoms
13–18

. However, to harness Rydberg

blockade for controlled quantum dynamics, it is necessary to

achieve strong interactions between single pairs of atoms.

Here, we demonstrate that a single Rydberg-excited rubidium

atom blocks excitation of a second atom located more than

10µm away. The observed probability of double excitation is

less than 20%, consistent with a theoretical model of the

Rydberg interaction augmented by Monte Carlo simulations

that account for experimental imperfections.

The mechanism of Rydberg blockade is shown in Fig. 1a. Two
atoms, one labelled ‘control’ and the other ‘target’, are placed in
proximity with each other. The ground state |1� and Rydberg state
|r� of each atom form a two-level system that is coupled by laser
beams with Rabi frequency Ω . Application of a 2π pulse (Ω t = 2π
with t being the pulse duration) on the target atom results in
excitation and de-excitation of the target atom giving a phase shift
of π on the quantum state, |1�t → −|1�t. If the control atom is
excited to the Rydberg state before application of the 2π pulse, the
dipole–dipole interaction |r�c ↔ |r�t shifts the Rydberg level by an
amount B that detunes the excitation of the target atom so that it is
blocked and |1�t → |1�t. Thus, the excitation dynamics and phase of
the target atom depend on the state of the control atom. Combining
this Rydberg-blockade-mediated controlled-phase operation6 with
π/2 single-atom rotations between states |0�t and |1�t of the
target will implement the CNOT gate between two atoms. We
have previously demonstrated the ability to carry out ground-state
rotations at individual trapping sites19, as well as coherent excitation
from ground to Rydberg states at a single site20. Here, we describe
experiments that demonstrate the Rydberg blockade effect between
two neutral atoms separated by more than 10 µm, which is an
enabling step towards creation of entangled atomic states. Previous
demonstrations of neutral-atom entanglement have relied on short-
range collisions at length scales characterized by a low-energy
scattering length of about 10 nm (refs 21,22). Our results, using
laser-cooled and optically trapped 87Rb, extend the distance for
strong two-atom interactions by three orders of magnitude, and
place us in a regimewhere the interaction distance is large compared
with 1 µm, which is the characteristic wavelength of light needed
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Figure 1 | Rydberg blockade mechanism. a, Conceptual operation of a

Rydberg blockade phase gate between control and target atoms each with

internal qubit states |0�,|1� and Rydberg state |r�. b, Experimental geometry

with two trapping regions separated by Z= 10 µm. c, Experimental

fluorescence image of the atomic density created by averaging 146

exposures each with one atom in the control and target sites.

for internal-state manipulation. The ten-to-one ratio we achieve
between the interaction length and the wavelength of the control
light is a significant step towards demonstration of a universal
quantumgate between neutral atoms in a scalable architecture.

To carry out the blockade operation of Fig. 1a, the atoms must
be close enough to have a strong interaction, yet far enough apart
that they can be individually controlled (Fig. 1b). To satisfy these
conflicting requirements, we first localize single atoms to regions
that are formed by tightly focused beams from a far-detuned laser.
The lasers that control the coupling between internal states are
focused to a small waist w ∼ 10 µm so the atoms can be separately
manipulated by displacing the control lasers, even though the
trapping sites are close together. In addition, we excite high-lying
Rydberg levels with n= 79 and 90. The strength of the long-range
interaction between two Rydberg atoms scales as n11, with n being
the principal quantumnumber23. As will be discussed inmore detail
below, the 79d(90d) Rydberg levels provide B/2π > 3(9.5)MHz
of blockade shift at Z = 10.2 µm, which is sufficient for a strong
two-atom blockade effect.
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Example:

distance d=3.6 µm, t    =0.3 µs

87Rb, | Ψ � = | ν = 58, l = 0 �

VdW acceleration   ~ 0.3 µm/µs/µs

exp

moves ~0.01 µm
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of the trapping laser with respect to the molecular excited
asymptote.
The forces between Rydberg atoms in resonant energy

transfer are essentially the same, although the dipole mo-
ments and the distances are orders of magnitude larger. An
important difference, though, is that the problem is richer,
because the energy levels can be tuned with an electric
field. We have studied the process

Cs�23p3�2� 1 Cs�23p3�2� ! Cs�23s� 1 Cs�24s� (2)

which is resonant at an electric field E0 � 84.7 V�cm. At
this field the 23p3�2 state lies midway between the 23s
and 24s atomic states. In a previous Letter [6], we have
demonstrated that the initial motion of the Rydberg atoms
can be ignored, leading us to consider the atomic ensemble
as a frozen Rydberg gas. We have shown that the pairs of
particularly close atoms (only �1% of the atoms) play a
crucial role in the evolution of the gas.
To underscore the connection to PA it is useful to

describe the process of reaction (2) using diatomic states
which are direct products of the two atomic states. Explic-
itly, we consider the initial state, product of two Rydberg
states, ji� � 23p3�2�jmj � 3�2� ≠ 23p3�2�jmj � 1�2� and
the final state j f� � 23s ≠ 24s. For sake of simplic-
ity, we neglect here the degeneracy of the levels. For
R � `, ji� and j f� are good eigenstates, and their
energies Wi � 2W23p3�2 and Wf � W23s 1 W24s cross
(Wn is the energy of an atom in the nth state), as
shown by the broken lines in Fig. 3a. At finite distance
R the dipole-dipole interaction W � 6mm0�R3 (m

FIG. 3. Energy diagram for the Rydberg diatomic levels. In
(a) for fixed internuclear distance R � R0 and in (b) for fixed
electric field E � E0. The spacing between the j1� and the
j2� levels at resonance is DW�R� � 2mm0�R3.

and m0 are the electric dipole moments between 23s-
23p, and 24s-23p, respectively) couples ji� and j f�,
giving the eigenstates j1� and j2�, with the energies
shown by the solid lines in Fig. 3a. The width of the
lines denotes the ji� character, i.e., how strongly the state
is excited by the pulsed dye laser. In Fig. 3b we show the
energies of the j1� and j2� states vs R at E � E0.
As in the PA case, atomic Rydberg pairs experience

long-range forces of 63mm0�R4, which in this case can
be either repulsive or attractive. For m � m0 � 200ea0
and a spacing of R � 1 mm, which is much smaller than
the average distance between two frozen Rydberg atoms
(5 20 mm), but which leads to an interaction strength of
40 MHz (i.e., the observed linewidth of the resonances),
the force produces an acceleration of 7 3 105 m�s2. This
value is smaller than in the PA experiment, which for
excitation at R � 1500a0 was 2 3 106 m�s2. However,
its smaller size is balanced by a longer application time,
�1 ms vs tens of ns, and both forces produce significant
effects on the atomic dynamics.
To observe effects due to the fact that the upper curve

j1� of Fig. 3a is repulsive while the lower j2� is attrac-
tive we excite the initial diatomic state ji�, the bold lines
of Fig. 3a, and detect the final state j f� as we scan the
static field. The Rydberg experiment is done in the same
MOT as is the PA one. Cs atoms are excited from the
6p3�2 state to the 23p3�2 state by a 518 nm dye laser pulse
in the presence of a static field E � 80 90 V�cm, pro-
ducing a Rydberg atom density on the order of 109 cm23.
The atoms are field ionized 5 ms after the laser pulse by
applying a rapidly (200 ns) rising field pulse. The ampli-
tude of the pulse is chosen to selectively ionize the 24s
state, but not lower lying states, so the ion signal is a di-
rect measure of the 24s state population.
When we scan the static field we observe that the reso-

nance is asymmetric; it is skewed to the high field side, as
shown by Fig. 4a. The asymmetry arises because, for E .
E0, the atoms are preferentially excited to the attractive
potential of Fig. 3a, and the atoms move closer together,
thus enhancing the energy transfer (2), while if E , E0 the
reverse is true. To verify our interpretation, we carried

FIG. 4. Asymmetric profiles of resonant energy transfer
among Rydberg atoms. In (a) a normal field scan and, in (b)
and (c), with adiabatic rapid passage. The dashed lines are the
zeros of the ionic signals.
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pends on the pair distance. A red-detuned laser will there-
fore preferentially excite atoms on an attractive potential in
a certain range of distances around an already excited
atom. In this way one can use the laser detuning to create
a sample with a specific distribution of pair distances. Two
examples for !6 MHz (blue) and "6 MHz (red) detuning
as derived from our model are also plotted in Fig. 1. Once a
pair of Rydberg atoms is excited on an attractive potential,
the atoms will be accelerated towards each other and
collide after a certain time depending on their initial dis-
tance R0. These collisions can lead to Penning ionization.
By measuring the number of ions produced after a variable
time !t one can follow the dynamics of the system in real
time. The ionization is thus used as a monitor signal for
pair dynamics giving quantitative information about the
interaction strength.

In our setup we trap 87Rb atoms at temperatures below
100 !K and a peak density on the order of 1010 cm"3 in a
magneto-optical trap (MOT). The atoms are then excited to
Rydberg states using a two-photon excitation scheme. The
two atomic transitions 5S1=2 ! 5P3=2 and 5P3=2 ! n‘ are
realized with two cw laser systems at 780 and 480 nm,
respectively. The frequency of the 480-nm excitation laser
is actively stabilized using an ultrastable reference cavity.
The 480-nm laser is focused to a waist of #37 !m at the
center of the MOT with a power of 10 mW. Two metal grids
are used to apply electric fields for stray field compensation
and for field ionization of the Rydberg states. Ions are
detected on a microchannel plate detector. Ref. [17] de-
scribes the setup in more detail.

The experimental cycle, repeated every 70 ms, is as
follows: The excitation laser is switched on for 100 ns at
a given detuning. This time has been chosen sufficiently
short so that the movement of the atoms is negligible and
no ionization takes place during the excitation. The gas can
then evolve freely for a variable time !t. After that, an
electric field ramp is applied to field ionize the Rydberg
atoms and accelerate the ions towards the detector. Ions
produced by collisions will be drawn to the detector at the
very beginning of the ramp (i.e., at low accelerating fields),
while Rydberg states ionize at a finite electric field, gen-
erating a delayed detector signal. Using two boxcar inte-
grators, the two signals are recorded simultaneously.

Figure 2 shows the Rydberg atom and ion signals at the
60D5=2 resonance as a function of the excitation laser
frequency. The frequency axis is centered at the atomic
resonance. In Fig. 2(a) the Rydberg signal measured di-
rectly after excitation is displayed. We estimate that the
peak signal corresponds to approximately 1000 excited
atoms, a few percent of the total number of atoms in the
excitation volume. The width of the excitation line is given
by a Voigt profile consisting of the Lorentzian width of the
intermediate 5P level (6 MHz FWHM), and a Gaussian
including the two laser linewidths (2–5 MHz FWHM), the
finite excitation time (resulting in a 4.2 MHz FWHM of the
Fourier transform), and a #2 MHz broadening due to

residual electric fields. The line shape is still described
reasonably well by a Lorentz fit (also shown in the graph)
yielding a FWHM of 12.5 MHz as expected from the above
numbers. In the graphs in Fig. 2(b) the development of the
ion signal after different interaction times !t is shown. All
data are compared to the results of the simulation (dotted
lines) described below. Within several !s the number of
ions increases steadily. The ion signal peaks at the red-
detuned side of the atomic resonance and exhibits a pro-
nounced red wing. As the interaction time increases, most
ions appear nearer to the atomic resonance, which can be
observed as a shift of the ionization line towards zero
detuning. These spectral features can easily be understood
in the picture of colliding pairs: After a short interaction
time only very close pairs will have had the time to collide,
and these pairs are preferentially excited at large detuning.
For very long times, the line shape resembles the initial
Rydberg excitation line, as almost all atoms are ionized.
From these results it is obvious that by slight detuning of
the excitation laser the initial ionization rate can be con-
trolled. This can be of importance for applications like
quantum computation with Rydberg atoms, where the
presence of ions acts as a decoherence process, and for
the investigation of ultracold plasma formation.

While a simple analytical description of pair excitations
as in Ref. [18] can qualitatively explain the behavior, it
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FIG. 2. (a) 60D5=2 Rydberg excitation line (solid), with fitted
Lorentzian (dotted), (b) development of the ion signal for differ-
ent interaction times (solid) compared to Monte Carlo simulation
(dotted). No ions were detected directly after excitation (!t $
0). The laser frequency is given relative to the atomic resonance.
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pends on the pair distance. A red-detuned laser will there-
fore preferentially excite atoms on an attractive potential in
a certain range of distances around an already excited
atom. In this way one can use the laser detuning to create
a sample with a specific distribution of pair distances. Two
examples for !6 MHz (blue) and "6 MHz (red) detuning
as derived from our model are also plotted in Fig. 1. Once a
pair of Rydberg atoms is excited on an attractive potential,
the atoms will be accelerated towards each other and
collide after a certain time depending on their initial dis-
tance R0. These collisions can lead to Penning ionization.
By measuring the number of ions produced after a variable
time !t one can follow the dynamics of the system in real
time. The ionization is thus used as a monitor signal for
pair dynamics giving quantitative information about the
interaction strength.

In our setup we trap 87Rb atoms at temperatures below
100 !K and a peak density on the order of 1010 cm"3 in a
magneto-optical trap (MOT). The atoms are then excited to
Rydberg states using a two-photon excitation scheme. The
two atomic transitions 5S1=2 ! 5P3=2 and 5P3=2 ! n‘ are
realized with two cw laser systems at 780 and 480 nm,
respectively. The frequency of the 480-nm excitation laser
is actively stabilized using an ultrastable reference cavity.
The 480-nm laser is focused to a waist of #37 !m at the
center of the MOT with a power of 10 mW. Two metal grids
are used to apply electric fields for stray field compensation
and for field ionization of the Rydberg states. Ions are
detected on a microchannel plate detector. Ref. [17] de-
scribes the setup in more detail.

The experimental cycle, repeated every 70 ms, is as
follows: The excitation laser is switched on for 100 ns at
a given detuning. This time has been chosen sufficiently
short so that the movement of the atoms is negligible and
no ionization takes place during the excitation. The gas can
then evolve freely for a variable time !t. After that, an
electric field ramp is applied to field ionize the Rydberg
atoms and accelerate the ions towards the detector. Ions
produced by collisions will be drawn to the detector at the
very beginning of the ramp (i.e., at low accelerating fields),
while Rydberg states ionize at a finite electric field, gen-
erating a delayed detector signal. Using two boxcar inte-
grators, the two signals are recorded simultaneously.

Figure 2 shows the Rydberg atom and ion signals at the
60D5=2 resonance as a function of the excitation laser
frequency. The frequency axis is centered at the atomic
resonance. In Fig. 2(a) the Rydberg signal measured di-
rectly after excitation is displayed. We estimate that the
peak signal corresponds to approximately 1000 excited
atoms, a few percent of the total number of atoms in the
excitation volume. The width of the excitation line is given
by a Voigt profile consisting of the Lorentzian width of the
intermediate 5P level (6 MHz FWHM), and a Gaussian
including the two laser linewidths (2–5 MHz FWHM), the
finite excitation time (resulting in a 4.2 MHz FWHM of the
Fourier transform), and a #2 MHz broadening due to

residual electric fields. The line shape is still described
reasonably well by a Lorentz fit (also shown in the graph)
yielding a FWHM of 12.5 MHz as expected from the above
numbers. In the graphs in Fig. 2(b) the development of the
ion signal after different interaction times !t is shown. All
data are compared to the results of the simulation (dotted
lines) described below. Within several !s the number of
ions increases steadily. The ion signal peaks at the red-
detuned side of the atomic resonance and exhibits a pro-
nounced red wing. As the interaction time increases, most
ions appear nearer to the atomic resonance, which can be
observed as a shift of the ionization line towards zero
detuning. These spectral features can easily be understood
in the picture of colliding pairs: After a short interaction
time only very close pairs will have had the time to collide,
and these pairs are preferentially excited at large detuning.
For very long times, the line shape resembles the initial
Rydberg excitation line, as almost all atoms are ionized.
From these results it is obvious that by slight detuning of
the excitation laser the initial ionization rate can be con-
trolled. This can be of importance for applications like
quantum computation with Rydberg atoms, where the
presence of ions acts as a decoherence process, and for
the investigation of ultracold plasma formation.

While a simple analytical description of pair excitations
as in Ref. [18] can qualitatively explain the behavior, it
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FIG. 2. (a) 60D5=2 Rydberg excitation line (solid), with fitted
Lorentzian (dotted), (b) development of the ion signal for differ-
ent interaction times (solid) compared to Monte Carlo simulation
(dotted). No ions were detected directly after excitation (!t $
0). The laser frequency is given relative to the atomic resonance.
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the origin of the coordinate system is at the center of the trap,
the density in the trap given by

ρ(x,y,z) = ρ0e
−r2/r2

M e−(x2+y2)/r2
L, (1)

where the distance from the center of the trap r is defined
by r2 = x2 + y2 + z2, and ρ0 is the density at the center of
the trap. In the experiments reported here the peak density ρ0
of the Rydberg atoms is between 6 and 10 × 109 cm−3. For
reference, the average spacing between atoms at a density of
5 × 109 cm−3 is 3.6 µm. The excitation to the Rydberg state is
done in the presence of the trapping magnetic field to maximize
the Rydberg atom density, and the 480-nm light is generated by
frequency doubling the pulse amplified output of a single mode
continuous wave 960-nm diode laser. The 480-nm pulses have
energies of up to 100 µJ, and sweeping the laser frequency
across the Rb 5p3/2–38s transition gives a 110(10)-MHz wide
resonance, consistent with the 10-ns duration of the pump
pulses for the dye amplifier. The transition is evidently not
power broadened, which precludes effects from the ac Stark
shifts due to the laser, as discussed by Nascimento et al. [12].
The shot-to-shot variation in the number of Rydberg atoms
is ±10%. Although this variation seems small, its effects are
nonetheless quite visible. Due to the inhomogeneous magnetic
trapping field the minimum width of the ns-np resonances is
4 MHz, and to make quantitative measurements we generally
use the maximum microwave power which does not increase
the low density ρ0 ∼ 108 cm−3 resonance linewidth above this
value. However, it is useful in some cases to use higher powers.

III. OBSERVATIONS

A graphic demonstration of the difference between the
attractive and repulsive potentials is shown in Fig. 3. The
data shown in Fig. 3 were taken with high-enough power that
the resonances were power broadened to a width of 10 MHz
with a low-density atomic sample. For transitions to attractive
potentials, higher microwave powers lead to increases in the
ion signal since a larger range of internuclear distance can
be sampled. Figure 3(a) shows a sweep of the microwave
frequency through the atomic 40s to 40p transition, or the
molecular 40s40s to 40s40p transition while detecting the
ions which have been produced after a delay τ of 5 µs. At
all microwave frequencies there are ions present, due to the
ionization of 40s atoms, and this background ion signal has
been subtracted. As shown, an increased number of ions is
observed when the microwave frequency is below the 40s–40p
frequency of 61 332 MHz so that 40s40s pairs are excited to
the attractive 40s40p potentials. The ion signal falls sharply
to the background level at the atomic frequency. Evidently
exciting pairs of atoms to the repulsive potential has no
observable effect. Although the absorption of the microwave
photon increases the energy of one of the atoms, the increased
energy has nothing to do with the increase in ion production.
To emphasize this point we show the resulting ion signal when
the microwave frequency is swept through the 40s → 39p
resonance in Fig. 3(b). The 39p state lies below the 40p state,
and ions are only observed when the microwave frequency
is above the atomic 40s–39p frequency of 70 262 MHz,
driving transitions of 40s40s pairs to the attractive 40s39p

FIG. 3. Ion signals obtained with a delay of 5 µs and a microwave
power producing a 10 MHz linewidth after excitation to the 40s state.
(a) Ion signal obtained in the vicinity of the 40s–40p transition at
61 332 MHz. (b) Ion signal in the vicinity of the 40s–39p transition
at 70 262 MHz. Although the former transition is to a state of higher
energy and the latter to a state of lower energy, in both cases the ions
are observed only on the attractive potentials.

potential, as shown in Fig. 1(a). Again, there is no obvious
ion production due to the excitation to the repulsive 40s39p
potential. From Fig. 3 we can obtain a crude estimate of
the initial separations of the atoms which are ionized. In
Fig. 3(b) the ion signal has its half maximum points at the
atomic frequency and 100 MHz above the atomic frequency.
The midpoint occurs 50 MHz above the atomic frequency.
Using the average attractive dipole-dipole shift we convert
the frequency shift of 50 MHz into an interatomic spacing
of 3.6 µm. According to the model discussed later, a pair of
atoms 3.6 µm apart does collide in 5 µs, so this estimate is
reasonable.

To provide a more quantitative picture we have made a
systematic study of the evolution of atoms initially excited
to the 41s state and exposed to a microwave pulse to drive
the atoms to the 41p state. First, to determine the maximum
microwave power that produces a transform limited linewidth
of a 500-ns pulse, we turned off the magnetic field 6 ms before
the 480-nm laser and reduced the microwave power until we
observed a 2-MHz linewidth for the 41s–41p resonance with a
low atomic density. Under the same experimental conditions,
a 4-MHz linewidth for the transition was observed when the
magnetic field was turned back on. Then, using a high density
of atoms and the same microwave power we simultaneously
recorded the signals of 41p atoms and ions for a series of
time delays τ as the microwave frequency was swept through
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of the trapping laser with respect to the molecular excited
asymptote.
The forces between Rydberg atoms in resonant energy

transfer are essentially the same, although the dipole mo-
ments and the distances are orders of magnitude larger. An
important difference, though, is that the problem is richer,
because the energy levels can be tuned with an electric
field. We have studied the process

Cs�23p3�2� 1 Cs�23p3�2� ! Cs�23s� 1 Cs�24s� (2)

which is resonant at an electric field E0 � 84.7 V�cm. At
this field the 23p3�2 state lies midway between the 23s
and 24s atomic states. In a previous Letter [6], we have
demonstrated that the initial motion of the Rydberg atoms
can be ignored, leading us to consider the atomic ensemble
as a frozen Rydberg gas. We have shown that the pairs of
particularly close atoms (only �1% of the atoms) play a
crucial role in the evolution of the gas.
To underscore the connection to PA it is useful to

describe the process of reaction (2) using diatomic states
which are direct products of the two atomic states. Explic-
itly, we consider the initial state, product of two Rydberg
states, ji� � 23p3�2�jmj � 3�2� ≠ 23p3�2�jmj � 1�2� and
the final state j f� � 23s ≠ 24s. For sake of simplic-
ity, we neglect here the degeneracy of the levels. For
R � `, ji� and j f� are good eigenstates, and their
energies Wi � 2W23p3�2 and Wf � W23s 1 W24s cross
(Wn is the energy of an atom in the nth state), as
shown by the broken lines in Fig. 3a. At finite distance
R the dipole-dipole interaction W � 6mm0�R3 (m

FIG. 3. Energy diagram for the Rydberg diatomic levels. In
(a) for fixed internuclear distance R � R0 and in (b) for fixed
electric field E � E0. The spacing between the j1� and the
j2� levels at resonance is DW�R� � 2mm0�R3.

and m0 are the electric dipole moments between 23s-
23p, and 24s-23p, respectively) couples ji� and j f�,
giving the eigenstates j1� and j2�, with the energies
shown by the solid lines in Fig. 3a. The width of the
lines denotes the ji� character, i.e., how strongly the state
is excited by the pulsed dye laser. In Fig. 3b we show the
energies of the j1� and j2� states vs R at E � E0.
As in the PA case, atomic Rydberg pairs experience

long-range forces of 63mm0�R4, which in this case can
be either repulsive or attractive. For m � m0 � 200ea0
and a spacing of R � 1 mm, which is much smaller than
the average distance between two frozen Rydberg atoms
(5 20 mm), but which leads to an interaction strength of
40 MHz (i.e., the observed linewidth of the resonances),
the force produces an acceleration of 7 3 105 m�s2. This
value is smaller than in the PA experiment, which for
excitation at R � 1500a0 was 2 3 106 m�s2. However,
its smaller size is balanced by a longer application time,
�1 ms vs tens of ns, and both forces produce significant
effects on the atomic dynamics.
To observe effects due to the fact that the upper curve

j1� of Fig. 3a is repulsive while the lower j2� is attrac-
tive we excite the initial diatomic state ji�, the bold lines
of Fig. 3a, and detect the final state j f� as we scan the
static field. The Rydberg experiment is done in the same
MOT as is the PA one. Cs atoms are excited from the
6p3�2 state to the 23p3�2 state by a 518 nm dye laser pulse
in the presence of a static field E � 80 90 V�cm, pro-
ducing a Rydberg atom density on the order of 109 cm23.
The atoms are field ionized 5 ms after the laser pulse by
applying a rapidly (200 ns) rising field pulse. The ampli-
tude of the pulse is chosen to selectively ionize the 24s
state, but not lower lying states, so the ion signal is a di-
rect measure of the 24s state population.
When we scan the static field we observe that the reso-

nance is asymmetric; it is skewed to the high field side, as
shown by Fig. 4a. The asymmetry arises because, for E .
E0, the atoms are preferentially excited to the attractive
potential of Fig. 3a, and the atoms move closer together,
thus enhancing the energy transfer (2), while if E , E0 the
reverse is true. To verify our interpretation, we carried

FIG. 4. Asymmetric profiles of resonant energy transfer
among Rydberg atoms. In (a) a normal field scan and, in (b)
and (c), with adiabatic rapid passage. The dashed lines are the
zeros of the ionic signals.
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pends on the pair distance. A red-detuned laser will there-
fore preferentially excite atoms on an attractive potential in
a certain range of distances around an already excited
atom. In this way one can use the laser detuning to create
a sample with a specific distribution of pair distances. Two
examples for !6 MHz (blue) and "6 MHz (red) detuning
as derived from our model are also plotted in Fig. 1. Once a
pair of Rydberg atoms is excited on an attractive potential,
the atoms will be accelerated towards each other and
collide after a certain time depending on their initial dis-
tance R0. These collisions can lead to Penning ionization.
By measuring the number of ions produced after a variable
time !t one can follow the dynamics of the system in real
time. The ionization is thus used as a monitor signal for
pair dynamics giving quantitative information about the
interaction strength.

In our setup we trap 87Rb atoms at temperatures below
100 !K and a peak density on the order of 1010 cm"3 in a
magneto-optical trap (MOT). The atoms are then excited to
Rydberg states using a two-photon excitation scheme. The
two atomic transitions 5S1=2 ! 5P3=2 and 5P3=2 ! n‘ are
realized with two cw laser systems at 780 and 480 nm,
respectively. The frequency of the 480-nm excitation laser
is actively stabilized using an ultrastable reference cavity.
The 480-nm laser is focused to a waist of #37 !m at the
center of the MOT with a power of 10 mW. Two metal grids
are used to apply electric fields for stray field compensation
and for field ionization of the Rydberg states. Ions are
detected on a microchannel plate detector. Ref. [17] de-
scribes the setup in more detail.

The experimental cycle, repeated every 70 ms, is as
follows: The excitation laser is switched on for 100 ns at
a given detuning. This time has been chosen sufficiently
short so that the movement of the atoms is negligible and
no ionization takes place during the excitation. The gas can
then evolve freely for a variable time !t. After that, an
electric field ramp is applied to field ionize the Rydberg
atoms and accelerate the ions towards the detector. Ions
produced by collisions will be drawn to the detector at the
very beginning of the ramp (i.e., at low accelerating fields),
while Rydberg states ionize at a finite electric field, gen-
erating a delayed detector signal. Using two boxcar inte-
grators, the two signals are recorded simultaneously.

Figure 2 shows the Rydberg atom and ion signals at the
60D5=2 resonance as a function of the excitation laser
frequency. The frequency axis is centered at the atomic
resonance. In Fig. 2(a) the Rydberg signal measured di-
rectly after excitation is displayed. We estimate that the
peak signal corresponds to approximately 1000 excited
atoms, a few percent of the total number of atoms in the
excitation volume. The width of the excitation line is given
by a Voigt profile consisting of the Lorentzian width of the
intermediate 5P level (6 MHz FWHM), and a Gaussian
including the two laser linewidths (2–5 MHz FWHM), the
finite excitation time (resulting in a 4.2 MHz FWHM of the
Fourier transform), and a #2 MHz broadening due to

residual electric fields. The line shape is still described
reasonably well by a Lorentz fit (also shown in the graph)
yielding a FWHM of 12.5 MHz as expected from the above
numbers. In the graphs in Fig. 2(b) the development of the
ion signal after different interaction times !t is shown. All
data are compared to the results of the simulation (dotted
lines) described below. Within several !s the number of
ions increases steadily. The ion signal peaks at the red-
detuned side of the atomic resonance and exhibits a pro-
nounced red wing. As the interaction time increases, most
ions appear nearer to the atomic resonance, which can be
observed as a shift of the ionization line towards zero
detuning. These spectral features can easily be understood
in the picture of colliding pairs: After a short interaction
time only very close pairs will have had the time to collide,
and these pairs are preferentially excited at large detuning.
For very long times, the line shape resembles the initial
Rydberg excitation line, as almost all atoms are ionized.
From these results it is obvious that by slight detuning of
the excitation laser the initial ionization rate can be con-
trolled. This can be of importance for applications like
quantum computation with Rydberg atoms, where the
presence of ions acts as a decoherence process, and for
the investigation of ultracold plasma formation.

While a simple analytical description of pair excitations
as in Ref. [18] can qualitatively explain the behavior, it

 

(a)

∆ t = 0 µ s

0

5

10

15

-30 -20 -10 0 10 20

R
yd

be
rg

 s
ig

na
l

(a
rb

.u
.)

relative laser frequency (MHz)
-30 -20 -10 0 10 20

relative laser frequency (MHz)
(b)

∆ t = 4 µ s

0
0.5

1
1.5

2

io
n 

si
gn

al
(V

 n
s)

0
5
10
15
20

nu
m

be
r o

f i
on

s
(m

od
el

)

∆ t = 6 µ s

0
0.5

1
1.5

2
2.5

io
n 

si
gn

al
(V

 n
s)

0
5
10
15
20
25

nu
m

be
r o

f i
on

s
(m

od
el

)

∆ t = 11 µ s

0
1
2
3
4
5
6

-30 -20 -10 0 10 20

io
n 

si
gn

al
(V

 n
s)

relative laser frequency (MHz)
-30 -20 -10 0 10 20

0
10
20
30
40
50
60

nu
m

be
r o

f i
on

s
(m

od
el

)

relative laser frequency (MHz)

FIG. 2. (a) 60D5=2 Rydberg excitation line (solid), with fitted
Lorentzian (dotted), (b) development of the ion signal for differ-
ent interaction times (solid) compared to Monte Carlo simulation
(dotted). No ions were detected directly after excitation (!t $
0). The laser frequency is given relative to the atomic resonance.
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pends on the pair distance. A red-detuned laser will there-
fore preferentially excite atoms on an attractive potential in
a certain range of distances around an already excited
atom. In this way one can use the laser detuning to create
a sample with a specific distribution of pair distances. Two
examples for !6 MHz (blue) and "6 MHz (red) detuning
as derived from our model are also plotted in Fig. 1. Once a
pair of Rydberg atoms is excited on an attractive potential,
the atoms will be accelerated towards each other and
collide after a certain time depending on their initial dis-
tance R0. These collisions can lead to Penning ionization.
By measuring the number of ions produced after a variable
time !t one can follow the dynamics of the system in real
time. The ionization is thus used as a monitor signal for
pair dynamics giving quantitative information about the
interaction strength.

In our setup we trap 87Rb atoms at temperatures below
100 !K and a peak density on the order of 1010 cm"3 in a
magneto-optical trap (MOT). The atoms are then excited to
Rydberg states using a two-photon excitation scheme. The
two atomic transitions 5S1=2 ! 5P3=2 and 5P3=2 ! n‘ are
realized with two cw laser systems at 780 and 480 nm,
respectively. The frequency of the 480-nm excitation laser
is actively stabilized using an ultrastable reference cavity.
The 480-nm laser is focused to a waist of #37 !m at the
center of the MOT with a power of 10 mW. Two metal grids
are used to apply electric fields for stray field compensation
and for field ionization of the Rydberg states. Ions are
detected on a microchannel plate detector. Ref. [17] de-
scribes the setup in more detail.

The experimental cycle, repeated every 70 ms, is as
follows: The excitation laser is switched on for 100 ns at
a given detuning. This time has been chosen sufficiently
short so that the movement of the atoms is negligible and
no ionization takes place during the excitation. The gas can
then evolve freely for a variable time !t. After that, an
electric field ramp is applied to field ionize the Rydberg
atoms and accelerate the ions towards the detector. Ions
produced by collisions will be drawn to the detector at the
very beginning of the ramp (i.e., at low accelerating fields),
while Rydberg states ionize at a finite electric field, gen-
erating a delayed detector signal. Using two boxcar inte-
grators, the two signals are recorded simultaneously.

Figure 2 shows the Rydberg atom and ion signals at the
60D5=2 resonance as a function of the excitation laser
frequency. The frequency axis is centered at the atomic
resonance. In Fig. 2(a) the Rydberg signal measured di-
rectly after excitation is displayed. We estimate that the
peak signal corresponds to approximately 1000 excited
atoms, a few percent of the total number of atoms in the
excitation volume. The width of the excitation line is given
by a Voigt profile consisting of the Lorentzian width of the
intermediate 5P level (6 MHz FWHM), and a Gaussian
including the two laser linewidths (2–5 MHz FWHM), the
finite excitation time (resulting in a 4.2 MHz FWHM of the
Fourier transform), and a #2 MHz broadening due to

residual electric fields. The line shape is still described
reasonably well by a Lorentz fit (also shown in the graph)
yielding a FWHM of 12.5 MHz as expected from the above
numbers. In the graphs in Fig. 2(b) the development of the
ion signal after different interaction times !t is shown. All
data are compared to the results of the simulation (dotted
lines) described below. Within several !s the number of
ions increases steadily. The ion signal peaks at the red-
detuned side of the atomic resonance and exhibits a pro-
nounced red wing. As the interaction time increases, most
ions appear nearer to the atomic resonance, which can be
observed as a shift of the ionization line towards zero
detuning. These spectral features can easily be understood
in the picture of colliding pairs: After a short interaction
time only very close pairs will have had the time to collide,
and these pairs are preferentially excited at large detuning.
For very long times, the line shape resembles the initial
Rydberg excitation line, as almost all atoms are ionized.
From these results it is obvious that by slight detuning of
the excitation laser the initial ionization rate can be con-
trolled. This can be of importance for applications like
quantum computation with Rydberg atoms, where the
presence of ions acts as a decoherence process, and for
the investigation of ultracold plasma formation.

While a simple analytical description of pair excitations
as in Ref. [18] can qualitatively explain the behavior, it
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FIG. 2. (a) 60D5=2 Rydberg excitation line (solid), with fitted
Lorentzian (dotted), (b) development of the ion signal for differ-
ent interaction times (solid) compared to Monte Carlo simulation
(dotted). No ions were detected directly after excitation (!t $
0). The laser frequency is given relative to the atomic resonance.
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the origin of the coordinate system is at the center of the trap,
the density in the trap given by

ρ(x,y,z) = ρ0e
−r2/r2

M e−(x2+y2)/r2
L, (1)

where the distance from the center of the trap r is defined
by r2 = x2 + y2 + z2, and ρ0 is the density at the center of
the trap. In the experiments reported here the peak density ρ0
of the Rydberg atoms is between 6 and 10 × 109 cm−3. For
reference, the average spacing between atoms at a density of
5 × 109 cm−3 is 3.6 µm. The excitation to the Rydberg state is
done in the presence of the trapping magnetic field to maximize
the Rydberg atom density, and the 480-nm light is generated by
frequency doubling the pulse amplified output of a single mode
continuous wave 960-nm diode laser. The 480-nm pulses have
energies of up to 100 µJ, and sweeping the laser frequency
across the Rb 5p3/2–38s transition gives a 110(10)-MHz wide
resonance, consistent with the 10-ns duration of the pump
pulses for the dye amplifier. The transition is evidently not
power broadened, which precludes effects from the ac Stark
shifts due to the laser, as discussed by Nascimento et al. [12].
The shot-to-shot variation in the number of Rydberg atoms
is ±10%. Although this variation seems small, its effects are
nonetheless quite visible. Due to the inhomogeneous magnetic
trapping field the minimum width of the ns-np resonances is
4 MHz, and to make quantitative measurements we generally
use the maximum microwave power which does not increase
the low density ρ0 ∼ 108 cm−3 resonance linewidth above this
value. However, it is useful in some cases to use higher powers.

III. OBSERVATIONS

A graphic demonstration of the difference between the
attractive and repulsive potentials is shown in Fig. 3. The
data shown in Fig. 3 were taken with high-enough power that
the resonances were power broadened to a width of 10 MHz
with a low-density atomic sample. For transitions to attractive
potentials, higher microwave powers lead to increases in the
ion signal since a larger range of internuclear distance can
be sampled. Figure 3(a) shows a sweep of the microwave
frequency through the atomic 40s to 40p transition, or the
molecular 40s40s to 40s40p transition while detecting the
ions which have been produced after a delay τ of 5 µs. At
all microwave frequencies there are ions present, due to the
ionization of 40s atoms, and this background ion signal has
been subtracted. As shown, an increased number of ions is
observed when the microwave frequency is below the 40s–40p
frequency of 61 332 MHz so that 40s40s pairs are excited to
the attractive 40s40p potentials. The ion signal falls sharply
to the background level at the atomic frequency. Evidently
exciting pairs of atoms to the repulsive potential has no
observable effect. Although the absorption of the microwave
photon increases the energy of one of the atoms, the increased
energy has nothing to do with the increase in ion production.
To emphasize this point we show the resulting ion signal when
the microwave frequency is swept through the 40s → 39p
resonance in Fig. 3(b). The 39p state lies below the 40p state,
and ions are only observed when the microwave frequency
is above the atomic 40s–39p frequency of 70 262 MHz,
driving transitions of 40s40s pairs to the attractive 40s39p

FIG. 3. Ion signals obtained with a delay of 5 µs and a microwave
power producing a 10 MHz linewidth after excitation to the 40s state.
(a) Ion signal obtained in the vicinity of the 40s–40p transition at
61 332 MHz. (b) Ion signal in the vicinity of the 40s–39p transition
at 70 262 MHz. Although the former transition is to a state of higher
energy and the latter to a state of lower energy, in both cases the ions
are observed only on the attractive potentials.

potential, as shown in Fig. 1(a). Again, there is no obvious
ion production due to the excitation to the repulsive 40s39p
potential. From Fig. 3 we can obtain a crude estimate of
the initial separations of the atoms which are ionized. In
Fig. 3(b) the ion signal has its half maximum points at the
atomic frequency and 100 MHz above the atomic frequency.
The midpoint occurs 50 MHz above the atomic frequency.
Using the average attractive dipole-dipole shift we convert
the frequency shift of 50 MHz into an interatomic spacing
of 3.6 µm. According to the model discussed later, a pair of
atoms 3.6 µm apart does collide in 5 µs, so this estimate is
reasonable.

To provide a more quantitative picture we have made a
systematic study of the evolution of atoms initially excited
to the 41s state and exposed to a microwave pulse to drive
the atoms to the 41p state. First, to determine the maximum
microwave power that produces a transform limited linewidth
of a 500-ns pulse, we turned off the magnetic field 6 ms before
the 480-nm laser and reduced the microwave power until we
observed a 2-MHz linewidth for the 41s–41p resonance with a
low atomic density. Under the same experimental conditions,
a 4-MHz linewidth for the transition was observed when the
magnetic field was turned back on. Then, using a high density
of atoms and the same microwave power we simultaneously
recorded the signals of 41p atoms and ions for a series of
time delays τ as the microwave frequency was swept through
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where the distance from the center of the trap r is defined
by r2 = x2 + y2 + z2, and ρ0 is the density at the center of
the trap. In the experiments reported here the peak density ρ0
of the Rydberg atoms is between 6 and 10 × 109 cm−3. For
reference, the average spacing between atoms at a density of
5 × 109 cm−3 is 3.6 µm. The excitation to the Rydberg state is
done in the presence of the trapping magnetic field to maximize
the Rydberg atom density, and the 480-nm light is generated by
frequency doubling the pulse amplified output of a single mode
continuous wave 960-nm diode laser. The 480-nm pulses have
energies of up to 100 µJ, and sweeping the laser frequency
across the Rb 5p3/2–38s transition gives a 110(10)-MHz wide
resonance, consistent with the 10-ns duration of the pump
pulses for the dye amplifier. The transition is evidently not
power broadened, which precludes effects from the ac Stark
shifts due to the laser, as discussed by Nascimento et al. [12].
The shot-to-shot variation in the number of Rydberg atoms
is ±10%. Although this variation seems small, its effects are
nonetheless quite visible. Due to the inhomogeneous magnetic
trapping field the minimum width of the ns-np resonances is
4 MHz, and to make quantitative measurements we generally
use the maximum microwave power which does not increase
the low density ρ0 ∼ 108 cm−3 resonance linewidth above this
value. However, it is useful in some cases to use higher powers.

III. OBSERVATIONS

A graphic demonstration of the difference between the
attractive and repulsive potentials is shown in Fig. 3. The
data shown in Fig. 3 were taken with high-enough power that
the resonances were power broadened to a width of 10 MHz
with a low-density atomic sample. For transitions to attractive
potentials, higher microwave powers lead to increases in the
ion signal since a larger range of internuclear distance can
be sampled. Figure 3(a) shows a sweep of the microwave
frequency through the atomic 40s to 40p transition, or the
molecular 40s40s to 40s40p transition while detecting the
ions which have been produced after a delay τ of 5 µs. At
all microwave frequencies there are ions present, due to the
ionization of 40s atoms, and this background ion signal has
been subtracted. As shown, an increased number of ions is
observed when the microwave frequency is below the 40s–40p
frequency of 61 332 MHz so that 40s40s pairs are excited to
the attractive 40s40p potentials. The ion signal falls sharply
to the background level at the atomic frequency. Evidently
exciting pairs of atoms to the repulsive potential has no
observable effect. Although the absorption of the microwave
photon increases the energy of one of the atoms, the increased
energy has nothing to do with the increase in ion production.
To emphasize this point we show the resulting ion signal when
the microwave frequency is swept through the 40s → 39p
resonance in Fig. 3(b). The 39p state lies below the 40p state,
and ions are only observed when the microwave frequency
is above the atomic 40s–39p frequency of 70 262 MHz,
driving transitions of 40s40s pairs to the attractive 40s39p

FIG. 3. Ion signals obtained with a delay of 5 µs and a microwave
power producing a 10 MHz linewidth after excitation to the 40s state.
(a) Ion signal obtained in the vicinity of the 40s–40p transition at
61 332 MHz. (b) Ion signal in the vicinity of the 40s–39p transition
at 70 262 MHz. Although the former transition is to a state of higher
energy and the latter to a state of lower energy, in both cases the ions
are observed only on the attractive potentials.

potential, as shown in Fig. 1(a). Again, there is no obvious
ion production due to the excitation to the repulsive 40s39p
potential. From Fig. 3 we can obtain a crude estimate of
the initial separations of the atoms which are ionized. In
Fig. 3(b) the ion signal has its half maximum points at the
atomic frequency and 100 MHz above the atomic frequency.
The midpoint occurs 50 MHz above the atomic frequency.
Using the average attractive dipole-dipole shift we convert
the frequency shift of 50 MHz into an interatomic spacing
of 3.6 µm. According to the model discussed later, a pair of
atoms 3.6 µm apart does collide in 5 µs, so this estimate is
reasonable.

To provide a more quantitative picture we have made a
systematic study of the evolution of atoms initially excited
to the 41s state and exposed to a microwave pulse to drive
the atoms to the 41p state. First, to determine the maximum
microwave power that produces a transform limited linewidth
of a 500-ns pulse, we turned off the magnetic field 6 ms before
the 480-nm laser and reduced the microwave power until we
observed a 2-MHz linewidth for the 41s–41p resonance with a
low atomic density. Under the same experimental conditions,
a 4-MHz linewidth for the transition was observed when the
magnetic field was turned back on. Then, using a high density
of atoms and the same microwave power we simultaneously
recorded the signals of 41p atoms and ions for a series of
time delays τ as the microwave frequency was swept through
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excitation to the repulsive potential has no discernible effect.
Our observations of the ionization can be reproduced with a
simple model when the initial thermal motion of the atoms is
taken into account.

II. EXPERIMENTAL APPROACH

The essential idea of the experiment is shown in Fig. 1.
Rb 5p3/2 atoms in a vapor-loaded magneto-optical trap
(MOT) are excited to the ns state at a 20-Hz repetition
rate by a 480-nm laser pulse. The laser excitation of ns
atoms creates pairs of ns atoms with random internuclear
spacings, as shown in Fig. 1(a). Subsequent to the pulsed
laser excitation, pairs of atoms can be driven to the nsnp
or ns(n − 1)p state by a 500-ns long microwave pulse to
either an attractive or repulsive potential. The transition to
the attractive (repulsive) nsnp potential occurs at microwave
frequencies below (above) the atomic ns-np frequency, and
the transition to the attractive (repulsive) ns(n − 1)p potential
occurs at microwave frequencies above (below) the atomic
ns-(n − 1)p frequency. Atoms excited to the attractive and
repulsive potentials begin to move due to the dipole-dipole
force, and they are allowed to move for a time τ , as shown by
Fig. 1(b). After a time delay τ a field ionization pulse with a
risetime of 3 µs is applied, and the resulting ions are driven
to the microchannel plate (MCP) detector. In Fig. 1(b) we
show the time-resolved MCP signal which results from driving
the nsns-nsnp transition. The time-resolved signal has three
components; due to ions, np atoms, and ns atoms, as shown by
Fig. 1(b). Driving the nsns-ns(n − 1)p transition results in an
(n − 1)p signal which comes after the ns signal. Typically, we
sweep the microwave frequency through the atomic ns-np or

FIG. 1. (a) Typical energy levels for the experiment. The 480-nm
laser excites pairs of ns atoms to the nsns potential over a range of
internuclear spacings, as shown by the slanted solid line arrows. A
microwave pulse, shown by the dotted line arrows, is used to drive the
transition to either the nsnp state or the ns(n − 1)p state, which can be
either attractive or repulsive, depending on the microwave frequency.
Pairs excited to a repulsive potential move apart, and those excited to
an attractive potential collide, resulting in an ion and a more deeply
bound atom. (b) Timing diagram for the nsns-nsnp transition. The
8-ns long 480-nm laser pulse excites the atoms to the ns state, and
it is immediately followed by a 500-ns long microwave pulse which
drives nsns pairs to the nsnp state. After a time delay τ a field ramp
is applied, and we detect the time resolved signals due to ions, np

atoms, and ns atoms.

FIG. 2. Measurements of the density of trapped 5p3/2 and ns

Rydberg atoms. A power meter is used to measure the fluorescence
power of the MOT. To measure the radius of the MOT, the power meter
is replaced by a linear CCD array. The density of the trapped atoms,
which is assumed to be a spherical Gaussian cloud, can be determined
from these two measurements. Once the number of trapped atoms is
known, the number of Rydberg atom can be obtained by measuring
the filling time of the MOT and the reduced fluorescence power when
the 20 Hz-480 nm excitation laser is sent through the MOT to produce
Rydberg atoms. The waist of the 480-nm beam at the focus and the
density distribution of atoms in the MOT determines the density
distribution of the Rydberg atoms.

ns-(n − 1)p resonance over many shots of the laser and detect
the ions and np or (n − 1)p atoms after a fixed time delay τ .

The general approach for determining the Rydberg atom
density in the MOT has been described previously, so the
discussion here is brief [13]. A simplified schematic diagram
of the measurements is shown in Fig. 2. First, we measure
the power of the fluorescence from the trapped atoms into
the solid angle subtended by the focusing lens. Assuming
that the MOT radiates isotropically, the total fluorescence
power is obtained by taking into account the 95% transmission
of the lens and the solid angle subtended by the lens at the MOT.
Then the total power is divided by the 780-nm power radiated
9.3 × 10−12 W by a single Rb atom to yield the number of
trapped atoms. To find the radius of the MOT, we measure
its image on a linear charge coupled device (CCD) array.
The observed profile is fit to a Gaussian, and its full width
at half maximum (FWHM) is extracted, giving the radius
rM = 380 µm. These two measurements give us the trap
density, which we assume to be spherically symmetric. The
number of atoms excited to a Rydberg state is determined from
the reduction in number of atoms in the MOT with the 20-Hz
excitation laser present and the trap filling time of 0.8 s, which
is extracted from the trap filling curve. The volume occupied
by the Rydberg atoms is determined by the radius of the MOT
and the smaller radius of the 480-nm laser beam rL = 70 µm,
which is measured by using the knife-edge scanning method.
A knife edge is placed at the focus of the 480-nm beam and the
transmission of the laser past the knife edge is recorded as a
function of the displacement of the knife edge. The derivative
of the transmission is fit to a Gaussian, yielding the diameter of
the laser at the center of the MOT. If the laser beam propagates
in the z direction, x and y are the perpendicular directions, and
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of the trapping laser with respect to the molecular excited
asymptote.
The forces between Rydberg atoms in resonant energy

transfer are essentially the same, although the dipole mo-
ments and the distances are orders of magnitude larger. An
important difference, though, is that the problem is richer,
because the energy levels can be tuned with an electric
field. We have studied the process

Cs�23p3�2� 1 Cs�23p3�2� ! Cs�23s� 1 Cs�24s� (2)

which is resonant at an electric field E0 � 84.7 V�cm. At
this field the 23p3�2 state lies midway between the 23s
and 24s atomic states. In a previous Letter [6], we have
demonstrated that the initial motion of the Rydberg atoms
can be ignored, leading us to consider the atomic ensemble
as a frozen Rydberg gas. We have shown that the pairs of
particularly close atoms (only �1% of the atoms) play a
crucial role in the evolution of the gas.
To underscore the connection to PA it is useful to

describe the process of reaction (2) using diatomic states
which are direct products of the two atomic states. Explic-
itly, we consider the initial state, product of two Rydberg
states, ji� � 23p3�2�jmj � 3�2� ≠ 23p3�2�jmj � 1�2� and
the final state j f� � 23s ≠ 24s. For sake of simplic-
ity, we neglect here the degeneracy of the levels. For
R � `, ji� and j f� are good eigenstates, and their
energies Wi � 2W23p3�2 and Wf � W23s 1 W24s cross
(Wn is the energy of an atom in the nth state), as
shown by the broken lines in Fig. 3a. At finite distance
R the dipole-dipole interaction W � 6mm0�R3 (m

FIG. 3. Energy diagram for the Rydberg diatomic levels. In
(a) for fixed internuclear distance R � R0 and in (b) for fixed
electric field E � E0. The spacing between the j1� and the
j2� levels at resonance is DW�R� � 2mm0�R3.

and m0 are the electric dipole moments between 23s-
23p, and 24s-23p, respectively) couples ji� and j f�,
giving the eigenstates j1� and j2�, with the energies
shown by the solid lines in Fig. 3a. The width of the
lines denotes the ji� character, i.e., how strongly the state
is excited by the pulsed dye laser. In Fig. 3b we show the
energies of the j1� and j2� states vs R at E � E0.
As in the PA case, atomic Rydberg pairs experience

long-range forces of 63mm0�R4, which in this case can
be either repulsive or attractive. For m � m0 � 200ea0
and a spacing of R � 1 mm, which is much smaller than
the average distance between two frozen Rydberg atoms
(5 20 mm), but which leads to an interaction strength of
40 MHz (i.e., the observed linewidth of the resonances),
the force produces an acceleration of 7 3 105 m�s2. This
value is smaller than in the PA experiment, which for
excitation at R � 1500a0 was 2 3 106 m�s2. However,
its smaller size is balanced by a longer application time,
�1 ms vs tens of ns, and both forces produce significant
effects on the atomic dynamics.
To observe effects due to the fact that the upper curve

j1� of Fig. 3a is repulsive while the lower j2� is attrac-
tive we excite the initial diatomic state ji�, the bold lines
of Fig. 3a, and detect the final state j f� as we scan the
static field. The Rydberg experiment is done in the same
MOT as is the PA one. Cs atoms are excited from the
6p3�2 state to the 23p3�2 state by a 518 nm dye laser pulse
in the presence of a static field E � 80 90 V�cm, pro-
ducing a Rydberg atom density on the order of 109 cm23.
The atoms are field ionized 5 ms after the laser pulse by
applying a rapidly (200 ns) rising field pulse. The ampli-
tude of the pulse is chosen to selectively ionize the 24s
state, but not lower lying states, so the ion signal is a di-
rect measure of the 24s state population.
When we scan the static field we observe that the reso-

nance is asymmetric; it is skewed to the high field side, as
shown by Fig. 4a. The asymmetry arises because, for E .
E0, the atoms are preferentially excited to the attractive
potential of Fig. 3a, and the atoms move closer together,
thus enhancing the energy transfer (2), while if E , E0 the
reverse is true. To verify our interpretation, we carried

FIG. 4. Asymmetric profiles of resonant energy transfer
among Rydberg atoms. In (a) a normal field scan and, in (b)
and (c), with adiabatic rapid passage. The dashed lines are the
zeros of the ionic signals.
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pends on the pair distance. A red-detuned laser will there-
fore preferentially excite atoms on an attractive potential in
a certain range of distances around an already excited
atom. In this way one can use the laser detuning to create
a sample with a specific distribution of pair distances. Two
examples for !6 MHz (blue) and "6 MHz (red) detuning
as derived from our model are also plotted in Fig. 1. Once a
pair of Rydberg atoms is excited on an attractive potential,
the atoms will be accelerated towards each other and
collide after a certain time depending on their initial dis-
tance R0. These collisions can lead to Penning ionization.
By measuring the number of ions produced after a variable
time !t one can follow the dynamics of the system in real
time. The ionization is thus used as a monitor signal for
pair dynamics giving quantitative information about the
interaction strength.

In our setup we trap 87Rb atoms at temperatures below
100 !K and a peak density on the order of 1010 cm"3 in a
magneto-optical trap (MOT). The atoms are then excited to
Rydberg states using a two-photon excitation scheme. The
two atomic transitions 5S1=2 ! 5P3=2 and 5P3=2 ! n‘ are
realized with two cw laser systems at 780 and 480 nm,
respectively. The frequency of the 480-nm excitation laser
is actively stabilized using an ultrastable reference cavity.
The 480-nm laser is focused to a waist of #37 !m at the
center of the MOT with a power of 10 mW. Two metal grids
are used to apply electric fields for stray field compensation
and for field ionization of the Rydberg states. Ions are
detected on a microchannel plate detector. Ref. [17] de-
scribes the setup in more detail.

The experimental cycle, repeated every 70 ms, is as
follows: The excitation laser is switched on for 100 ns at
a given detuning. This time has been chosen sufficiently
short so that the movement of the atoms is negligible and
no ionization takes place during the excitation. The gas can
then evolve freely for a variable time !t. After that, an
electric field ramp is applied to field ionize the Rydberg
atoms and accelerate the ions towards the detector. Ions
produced by collisions will be drawn to the detector at the
very beginning of the ramp (i.e., at low accelerating fields),
while Rydberg states ionize at a finite electric field, gen-
erating a delayed detector signal. Using two boxcar inte-
grators, the two signals are recorded simultaneously.

Figure 2 shows the Rydberg atom and ion signals at the
60D5=2 resonance as a function of the excitation laser
frequency. The frequency axis is centered at the atomic
resonance. In Fig. 2(a) the Rydberg signal measured di-
rectly after excitation is displayed. We estimate that the
peak signal corresponds to approximately 1000 excited
atoms, a few percent of the total number of atoms in the
excitation volume. The width of the excitation line is given
by a Voigt profile consisting of the Lorentzian width of the
intermediate 5P level (6 MHz FWHM), and a Gaussian
including the two laser linewidths (2–5 MHz FWHM), the
finite excitation time (resulting in a 4.2 MHz FWHM of the
Fourier transform), and a #2 MHz broadening due to

residual electric fields. The line shape is still described
reasonably well by a Lorentz fit (also shown in the graph)
yielding a FWHM of 12.5 MHz as expected from the above
numbers. In the graphs in Fig. 2(b) the development of the
ion signal after different interaction times !t is shown. All
data are compared to the results of the simulation (dotted
lines) described below. Within several !s the number of
ions increases steadily. The ion signal peaks at the red-
detuned side of the atomic resonance and exhibits a pro-
nounced red wing. As the interaction time increases, most
ions appear nearer to the atomic resonance, which can be
observed as a shift of the ionization line towards zero
detuning. These spectral features can easily be understood
in the picture of colliding pairs: After a short interaction
time only very close pairs will have had the time to collide,
and these pairs are preferentially excited at large detuning.
For very long times, the line shape resembles the initial
Rydberg excitation line, as almost all atoms are ionized.
From these results it is obvious that by slight detuning of
the excitation laser the initial ionization rate can be con-
trolled. This can be of importance for applications like
quantum computation with Rydberg atoms, where the
presence of ions acts as a decoherence process, and for
the investigation of ultracold plasma formation.

While a simple analytical description of pair excitations
as in Ref. [18] can qualitatively explain the behavior, it
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pends on the pair distance. A red-detuned laser will there-
fore preferentially excite atoms on an attractive potential in
a certain range of distances around an already excited
atom. In this way one can use the laser detuning to create
a sample with a specific distribution of pair distances. Two
examples for !6 MHz (blue) and "6 MHz (red) detuning
as derived from our model are also plotted in Fig. 1. Once a
pair of Rydberg atoms is excited on an attractive potential,
the atoms will be accelerated towards each other and
collide after a certain time depending on their initial dis-
tance R0. These collisions can lead to Penning ionization.
By measuring the number of ions produced after a variable
time !t one can follow the dynamics of the system in real
time. The ionization is thus used as a monitor signal for
pair dynamics giving quantitative information about the
interaction strength.

In our setup we trap 87Rb atoms at temperatures below
100 !K and a peak density on the order of 1010 cm"3 in a
magneto-optical trap (MOT). The atoms are then excited to
Rydberg states using a two-photon excitation scheme. The
two atomic transitions 5S1=2 ! 5P3=2 and 5P3=2 ! n‘ are
realized with two cw laser systems at 780 and 480 nm,
respectively. The frequency of the 480-nm excitation laser
is actively stabilized using an ultrastable reference cavity.
The 480-nm laser is focused to a waist of #37 !m at the
center of the MOT with a power of 10 mW. Two metal grids
are used to apply electric fields for stray field compensation
and for field ionization of the Rydberg states. Ions are
detected on a microchannel plate detector. Ref. [17] de-
scribes the setup in more detail.

The experimental cycle, repeated every 70 ms, is as
follows: The excitation laser is switched on for 100 ns at
a given detuning. This time has been chosen sufficiently
short so that the movement of the atoms is negligible and
no ionization takes place during the excitation. The gas can
then evolve freely for a variable time !t. After that, an
electric field ramp is applied to field ionize the Rydberg
atoms and accelerate the ions towards the detector. Ions
produced by collisions will be drawn to the detector at the
very beginning of the ramp (i.e., at low accelerating fields),
while Rydberg states ionize at a finite electric field, gen-
erating a delayed detector signal. Using two boxcar inte-
grators, the two signals are recorded simultaneously.

Figure 2 shows the Rydberg atom and ion signals at the
60D5=2 resonance as a function of the excitation laser
frequency. The frequency axis is centered at the atomic
resonance. In Fig. 2(a) the Rydberg signal measured di-
rectly after excitation is displayed. We estimate that the
peak signal corresponds to approximately 1000 excited
atoms, a few percent of the total number of atoms in the
excitation volume. The width of the excitation line is given
by a Voigt profile consisting of the Lorentzian width of the
intermediate 5P level (6 MHz FWHM), and a Gaussian
including the two laser linewidths (2–5 MHz FWHM), the
finite excitation time (resulting in a 4.2 MHz FWHM of the
Fourier transform), and a #2 MHz broadening due to

residual electric fields. The line shape is still described
reasonably well by a Lorentz fit (also shown in the graph)
yielding a FWHM of 12.5 MHz as expected from the above
numbers. In the graphs in Fig. 2(b) the development of the
ion signal after different interaction times !t is shown. All
data are compared to the results of the simulation (dotted
lines) described below. Within several !s the number of
ions increases steadily. The ion signal peaks at the red-
detuned side of the atomic resonance and exhibits a pro-
nounced red wing. As the interaction time increases, most
ions appear nearer to the atomic resonance, which can be
observed as a shift of the ionization line towards zero
detuning. These spectral features can easily be understood
in the picture of colliding pairs: After a short interaction
time only very close pairs will have had the time to collide,
and these pairs are preferentially excited at large detuning.
For very long times, the line shape resembles the initial
Rydberg excitation line, as almost all atoms are ionized.
From these results it is obvious that by slight detuning of
the excitation laser the initial ionization rate can be con-
trolled. This can be of importance for applications like
quantum computation with Rydberg atoms, where the
presence of ions acts as a decoherence process, and for
the investigation of ultracold plasma formation.

While a simple analytical description of pair excitations
as in Ref. [18] can qualitatively explain the behavior, it
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0). The laser frequency is given relative to the atomic resonance.
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the origin of the coordinate system is at the center of the trap,
the density in the trap given by

ρ(x,y,z) = ρ0e
−r2/r2

M e−(x2+y2)/r2
L, (1)

where the distance from the center of the trap r is defined
by r2 = x2 + y2 + z2, and ρ0 is the density at the center of
the trap. In the experiments reported here the peak density ρ0
of the Rydberg atoms is between 6 and 10 × 109 cm−3. For
reference, the average spacing between atoms at a density of
5 × 109 cm−3 is 3.6 µm. The excitation to the Rydberg state is
done in the presence of the trapping magnetic field to maximize
the Rydberg atom density, and the 480-nm light is generated by
frequency doubling the pulse amplified output of a single mode
continuous wave 960-nm diode laser. The 480-nm pulses have
energies of up to 100 µJ, and sweeping the laser frequency
across the Rb 5p3/2–38s transition gives a 110(10)-MHz wide
resonance, consistent with the 10-ns duration of the pump
pulses for the dye amplifier. The transition is evidently not
power broadened, which precludes effects from the ac Stark
shifts due to the laser, as discussed by Nascimento et al. [12].
The shot-to-shot variation in the number of Rydberg atoms
is ±10%. Although this variation seems small, its effects are
nonetheless quite visible. Due to the inhomogeneous magnetic
trapping field the minimum width of the ns-np resonances is
4 MHz, and to make quantitative measurements we generally
use the maximum microwave power which does not increase
the low density ρ0 ∼ 108 cm−3 resonance linewidth above this
value. However, it is useful in some cases to use higher powers.

III. OBSERVATIONS

A graphic demonstration of the difference between the
attractive and repulsive potentials is shown in Fig. 3. The
data shown in Fig. 3 were taken with high-enough power that
the resonances were power broadened to a width of 10 MHz
with a low-density atomic sample. For transitions to attractive
potentials, higher microwave powers lead to increases in the
ion signal since a larger range of internuclear distance can
be sampled. Figure 3(a) shows a sweep of the microwave
frequency through the atomic 40s to 40p transition, or the
molecular 40s40s to 40s40p transition while detecting the
ions which have been produced after a delay τ of 5 µs. At
all microwave frequencies there are ions present, due to the
ionization of 40s atoms, and this background ion signal has
been subtracted. As shown, an increased number of ions is
observed when the microwave frequency is below the 40s–40p
frequency of 61 332 MHz so that 40s40s pairs are excited to
the attractive 40s40p potentials. The ion signal falls sharply
to the background level at the atomic frequency. Evidently
exciting pairs of atoms to the repulsive potential has no
observable effect. Although the absorption of the microwave
photon increases the energy of one of the atoms, the increased
energy has nothing to do with the increase in ion production.
To emphasize this point we show the resulting ion signal when
the microwave frequency is swept through the 40s → 39p
resonance in Fig. 3(b). The 39p state lies below the 40p state,
and ions are only observed when the microwave frequency
is above the atomic 40s–39p frequency of 70 262 MHz,
driving transitions of 40s40s pairs to the attractive 40s39p

FIG. 3. Ion signals obtained with a delay of 5 µs and a microwave
power producing a 10 MHz linewidth after excitation to the 40s state.
(a) Ion signal obtained in the vicinity of the 40s–40p transition at
61 332 MHz. (b) Ion signal in the vicinity of the 40s–39p transition
at 70 262 MHz. Although the former transition is to a state of higher
energy and the latter to a state of lower energy, in both cases the ions
are observed only on the attractive potentials.

potential, as shown in Fig. 1(a). Again, there is no obvious
ion production due to the excitation to the repulsive 40s39p
potential. From Fig. 3 we can obtain a crude estimate of
the initial separations of the atoms which are ionized. In
Fig. 3(b) the ion signal has its half maximum points at the
atomic frequency and 100 MHz above the atomic frequency.
The midpoint occurs 50 MHz above the atomic frequency.
Using the average attractive dipole-dipole shift we convert
the frequency shift of 50 MHz into an interatomic spacing
of 3.6 µm. According to the model discussed later, a pair of
atoms 3.6 µm apart does collide in 5 µs, so this estimate is
reasonable.

To provide a more quantitative picture we have made a
systematic study of the evolution of atoms initially excited
to the 41s state and exposed to a microwave pulse to drive
the atoms to the 41p state. First, to determine the maximum
microwave power that produces a transform limited linewidth
of a 500-ns pulse, we turned off the magnetic field 6 ms before
the 480-nm laser and reduced the microwave power until we
observed a 2-MHz linewidth for the 41s–41p resonance with a
low atomic density. Under the same experimental conditions,
a 4-MHz linewidth for the transition was observed when the
magnetic field was turned back on. Then, using a high density
of atoms and the same microwave power we simultaneously
recorded the signals of 41p atoms and ions for a series of
time delays τ as the microwave frequency was swept through
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where the distance from the center of the trap r is defined
by r2 = x2 + y2 + z2, and ρ0 is the density at the center of
the trap. In the experiments reported here the peak density ρ0
of the Rydberg atoms is between 6 and 10 × 109 cm−3. For
reference, the average spacing between atoms at a density of
5 × 109 cm−3 is 3.6 µm. The excitation to the Rydberg state is
done in the presence of the trapping magnetic field to maximize
the Rydberg atom density, and the 480-nm light is generated by
frequency doubling the pulse amplified output of a single mode
continuous wave 960-nm diode laser. The 480-nm pulses have
energies of up to 100 µJ, and sweeping the laser frequency
across the Rb 5p3/2–38s transition gives a 110(10)-MHz wide
resonance, consistent with the 10-ns duration of the pump
pulses for the dye amplifier. The transition is evidently not
power broadened, which precludes effects from the ac Stark
shifts due to the laser, as discussed by Nascimento et al. [12].
The shot-to-shot variation in the number of Rydberg atoms
is ±10%. Although this variation seems small, its effects are
nonetheless quite visible. Due to the inhomogeneous magnetic
trapping field the minimum width of the ns-np resonances is
4 MHz, and to make quantitative measurements we generally
use the maximum microwave power which does not increase
the low density ρ0 ∼ 108 cm−3 resonance linewidth above this
value. However, it is useful in some cases to use higher powers.

III. OBSERVATIONS

A graphic demonstration of the difference between the
attractive and repulsive potentials is shown in Fig. 3. The
data shown in Fig. 3 were taken with high-enough power that
the resonances were power broadened to a width of 10 MHz
with a low-density atomic sample. For transitions to attractive
potentials, higher microwave powers lead to increases in the
ion signal since a larger range of internuclear distance can
be sampled. Figure 3(a) shows a sweep of the microwave
frequency through the atomic 40s to 40p transition, or the
molecular 40s40s to 40s40p transition while detecting the
ions which have been produced after a delay τ of 5 µs. At
all microwave frequencies there are ions present, due to the
ionization of 40s atoms, and this background ion signal has
been subtracted. As shown, an increased number of ions is
observed when the microwave frequency is below the 40s–40p
frequency of 61 332 MHz so that 40s40s pairs are excited to
the attractive 40s40p potentials. The ion signal falls sharply
to the background level at the atomic frequency. Evidently
exciting pairs of atoms to the repulsive potential has no
observable effect. Although the absorption of the microwave
photon increases the energy of one of the atoms, the increased
energy has nothing to do with the increase in ion production.
To emphasize this point we show the resulting ion signal when
the microwave frequency is swept through the 40s → 39p
resonance in Fig. 3(b). The 39p state lies below the 40p state,
and ions are only observed when the microwave frequency
is above the atomic 40s–39p frequency of 70 262 MHz,
driving transitions of 40s40s pairs to the attractive 40s39p

FIG. 3. Ion signals obtained with a delay of 5 µs and a microwave
power producing a 10 MHz linewidth after excitation to the 40s state.
(a) Ion signal obtained in the vicinity of the 40s–40p transition at
61 332 MHz. (b) Ion signal in the vicinity of the 40s–39p transition
at 70 262 MHz. Although the former transition is to a state of higher
energy and the latter to a state of lower energy, in both cases the ions
are observed only on the attractive potentials.

potential, as shown in Fig. 1(a). Again, there is no obvious
ion production due to the excitation to the repulsive 40s39p
potential. From Fig. 3 we can obtain a crude estimate of
the initial separations of the atoms which are ionized. In
Fig. 3(b) the ion signal has its half maximum points at the
atomic frequency and 100 MHz above the atomic frequency.
The midpoint occurs 50 MHz above the atomic frequency.
Using the average attractive dipole-dipole shift we convert
the frequency shift of 50 MHz into an interatomic spacing
of 3.6 µm. According to the model discussed later, a pair of
atoms 3.6 µm apart does collide in 5 µs, so this estimate is
reasonable.

To provide a more quantitative picture we have made a
systematic study of the evolution of atoms initially excited
to the 41s state and exposed to a microwave pulse to drive
the atoms to the 41p state. First, to determine the maximum
microwave power that produces a transform limited linewidth
of a 500-ns pulse, we turned off the magnetic field 6 ms before
the 480-nm laser and reduced the microwave power until we
observed a 2-MHz linewidth for the 41s–41p resonance with a
low atomic density. Under the same experimental conditions,
a 4-MHz linewidth for the transition was observed when the
magnetic field was turned back on. Then, using a high density
of atoms and the same microwave power we simultaneously
recorded the signals of 41p atoms and ions for a series of
time delays τ as the microwave frequency was swept through
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excitation to the repulsive potential has no discernible effect.
Our observations of the ionization can be reproduced with a
simple model when the initial thermal motion of the atoms is
taken into account.

II. EXPERIMENTAL APPROACH

The essential idea of the experiment is shown in Fig. 1.
Rb 5p3/2 atoms in a vapor-loaded magneto-optical trap
(MOT) are excited to the ns state at a 20-Hz repetition
rate by a 480-nm laser pulse. The laser excitation of ns
atoms creates pairs of ns atoms with random internuclear
spacings, as shown in Fig. 1(a). Subsequent to the pulsed
laser excitation, pairs of atoms can be driven to the nsnp
or ns(n − 1)p state by a 500-ns long microwave pulse to
either an attractive or repulsive potential. The transition to
the attractive (repulsive) nsnp potential occurs at microwave
frequencies below (above) the atomic ns-np frequency, and
the transition to the attractive (repulsive) ns(n − 1)p potential
occurs at microwave frequencies above (below) the atomic
ns-(n − 1)p frequency. Atoms excited to the attractive and
repulsive potentials begin to move due to the dipole-dipole
force, and they are allowed to move for a time τ , as shown by
Fig. 1(b). After a time delay τ a field ionization pulse with a
risetime of 3 µs is applied, and the resulting ions are driven
to the microchannel plate (MCP) detector. In Fig. 1(b) we
show the time-resolved MCP signal which results from driving
the nsns-nsnp transition. The time-resolved signal has three
components; due to ions, np atoms, and ns atoms, as shown by
Fig. 1(b). Driving the nsns-ns(n − 1)p transition results in an
(n − 1)p signal which comes after the ns signal. Typically, we
sweep the microwave frequency through the atomic ns-np or

FIG. 1. (a) Typical energy levels for the experiment. The 480-nm
laser excites pairs of ns atoms to the nsns potential over a range of
internuclear spacings, as shown by the slanted solid line arrows. A
microwave pulse, shown by the dotted line arrows, is used to drive the
transition to either the nsnp state or the ns(n − 1)p state, which can be
either attractive or repulsive, depending on the microwave frequency.
Pairs excited to a repulsive potential move apart, and those excited to
an attractive potential collide, resulting in an ion and a more deeply
bound atom. (b) Timing diagram for the nsns-nsnp transition. The
8-ns long 480-nm laser pulse excites the atoms to the ns state, and
it is immediately followed by a 500-ns long microwave pulse which
drives nsns pairs to the nsnp state. After a time delay τ a field ramp
is applied, and we detect the time resolved signals due to ions, np

atoms, and ns atoms.

FIG. 2. Measurements of the density of trapped 5p3/2 and ns

Rydberg atoms. A power meter is used to measure the fluorescence
power of the MOT. To measure the radius of the MOT, the power meter
is replaced by a linear CCD array. The density of the trapped atoms,
which is assumed to be a spherical Gaussian cloud, can be determined
from these two measurements. Once the number of trapped atoms is
known, the number of Rydberg atom can be obtained by measuring
the filling time of the MOT and the reduced fluorescence power when
the 20 Hz-480 nm excitation laser is sent through the MOT to produce
Rydberg atoms. The waist of the 480-nm beam at the focus and the
density distribution of atoms in the MOT determines the density
distribution of the Rydberg atoms.

ns-(n − 1)p resonance over many shots of the laser and detect
the ions and np or (n − 1)p atoms after a fixed time delay τ .

The general approach for determining the Rydberg atom
density in the MOT has been described previously, so the
discussion here is brief [13]. A simplified schematic diagram
of the measurements is shown in Fig. 2. First, we measure
the power of the fluorescence from the trapped atoms into
the solid angle subtended by the focusing lens. Assuming
that the MOT radiates isotropically, the total fluorescence
power is obtained by taking into account the 95% transmission
of the lens and the solid angle subtended by the lens at the MOT.
Then the total power is divided by the 780-nm power radiated
9.3 × 10−12 W by a single Rb atom to yield the number of
trapped atoms. To find the radius of the MOT, we measure
its image on a linear charge coupled device (CCD) array.
The observed profile is fit to a Gaussian, and its full width
at half maximum (FWHM) is extracted, giving the radius
rM = 380 µm. These two measurements give us the trap
density, which we assume to be spherically symmetric. The
number of atoms excited to a Rydberg state is determined from
the reduction in number of atoms in the MOT with the 20-Hz
excitation laser present and the trap filling time of 0.8 s, which
is extracted from the trap filling curve. The volume occupied
by the Rydberg atoms is determined by the radius of the MOT
and the smaller radius of the 480-nm laser beam rL = 70 µm,
which is measured by using the knife-edge scanning method.
A knife edge is placed at the focus of the 480-nm beam and the
transmission of the laser past the knife edge is recorded as a
function of the displacement of the knife edge. The derivative
of the transmission is fit to a Gaussian, yielding the diameter of
the laser at the center of the MOT. If the laser beam propagates
in the z direction, x and y are the perpendicular directions, and
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a ring confinement. The partial dynamics of each sin-

gle surface has its own signature. To analyse this, we

used partial atomic densities, which contains only the

density of a single surface. The density of the repulsive

surface is characterized by very broadened Gaussians for

each atom. Next to the natural broadening due to dif-

fusion, the transition of the wavepackage to another sur-

face is responsible for this large effect. The dynamics

of the middle surface shows instead very localized den-

sity profiles over the whole time. Here the wavepackage

doesn’t switch the surface and only the normal diffusion
acts on the density. The feature of this partial density

is the splitting of each Gaussian into two Gaussians af-

ter passing the CI. We are able to explain this with a

mismatching of symmetries: While the energy spectra is

degenerate w.r.t. reflexion of the system along the x-axis,

the forces on the vertical placed atoms aren’t. This argu-

ment holds for every atomic configuration and thus leads

to the behaviour of the atomic density. The four atom

system can be understood as a tool ingredient for more

complex systems to get branches of the atomic density.

We demonstrated this with our second studied system,

where we putted on each 1D chain four atoms, such that

again a CI can be hitted. The signature of the two sur-

faces in the partial atomic densities is almost identical

with the ones on the four atom system. The main differ-
ence can be seen for the middle surface. The Gaussian

profil for every atom splits again, but now one branch

is prefered, since the symmetry of the system along the

x-axis is broken.
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Appendix A: The trimer

The three atom system is called trimer and since the

dynamics of our studied systems near the CI can be un-

derstood by looking at only three atoms, we show some

notations and properties of the trimer here.

The configurations of the trimer which are most rele-

vant here are shown in Fig. 9. We call the overall length

scale d. The quantity p controls the degree of symmetry

with respect to the equilateral triangle. The biggest and

smallest eigenenergy are globally repulsive or attractive,

respectively. We label them Erep and Eatt and the cor-

responding eigenstates |ϕrep � and |ϕatt �. We call them

repulsive resp. attractive surface and eigenstate. There

is another eigenenergy energetically between them. We

label it Emid and the corresponding eigenstates |ϕmid �.
We call it middle surface and eigenstate.

a. Symmetric case p = 1. The “middle” and “re-

pulsive” eigenenergies have the value µ2d−3
, when they

cross. This happens, when x = xCI :=
√
3d/2, i.e. at

1

2

3

1

2

3

p
2d

(1− p
2 )d

x

FIG. 9: Sketch of a trimer near a conical intersection config-
uration. Atom 1 is confined on a horizontal line and atom
2 and 3 on a vertical line. The parameter p adjusts the dis-
tance of atom 2 and 3 to the horizontal line and gives for
p �= 1 nonequilateral triangle configurations.

the equilateral triangle configuration. It is well known

that this is a conical intersection [18, 19]. In Fig. 10 (a)

the eigenergies are plotted over the horizontal distance

x. The “middle” eigenenergy stays constant for x < xCI

and can be seen as the interaction energy of atom 2 and

3. If atom 1 is far away from the other two, the middle

and attractive energies are vanishing and if the system

realizes a linear trimer (x = 0), the “repulsive” and “at-

tractive” energy values are extreme.

b. Asymmetric case p �= 1. There is no crossing of

eigenvalues in this regime. Fig. 10 (b) shows the energy

distance between the “repulsive” and the “middle” state

over the horizontal distance x of the atoms for different
asymmetry parameters p. With increasing asymmetry,

the smallest energy splitting increases, as does the value

of x where the splitting is smallest. From now on we call

atomic configurations asymmetric, when they correspond

with values of p << 1 and symmetric, when p ≈ 1. To
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FIG. 10: Eigenenergy spectra for the trimer
(a) Eigenenergies over horizontal distance x for the symmetric
case p = 1. The “repulsive” (blue line) and “middle” eigenen-
ergy (green line) cross at x=

√
3d/2

(b) Energy spacing between “repulsive” and “middle”
eigenenergy for different asymmetric regimes p �= 1. The min-
imal energy spacing (black dots) is shifted to bigger horizontal
distances for higher asymmetry. The blue line shows the de-
pendence for p = 1. The value for p decreases about 0.12 for
every line to p = 0.76 (red line).

understand in more detail the possible motion of atoms

2 and 3 dependent on the distance to atom 1, we cal-

culated the forces on them, which are shown in Fig. 11.

Fig. 11 (a) shows the forces for beeing on the “repulsive”

E

Rydberg trimer Chemical reaction

• Frozen Rydberg gases/ quantum information: motion causes 
undesirable decoherence



Rydberg dressed gases

• Dressed ultra cold gases

• Here: few body viewpoint, can use dressed and un-dressed (bare).
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We study the behavior of a Bose-Einstein condensate in which atoms are weakly coupled to a highly

excited Rydberg state. Since the latter have very strong van der Waals interactions, this coupling induces

effective, nonlocal interactions between the dressed ground state atoms, which, opposed to dipolar

interactions, are isotropically repulsive. Yet, one finds partial attraction in momentum space, giving

rise to a roton-maxon excitation spectrum and a transition to a supersolid state in three-dimensional

condensates. A detailed analysis of decoherence and loss mechanisms suggests that these phenomena are

observable with current experimental capabilities.

DOI: 10.1103/PhysRevLett.104.195302 PACS numbers: 67.80.K!, 03.75.Kk, 32.80.Ee, 32.80.Qk

Since being introduced by Landau in a series of seminal
articles [1], the notion of a roton minimum in the disper-
sion of a quantum liquid has been pivotal to understanding
superfluidity in helium. This later led to the prediction of a
peculiar solid state upon softening of the roton excitation
energy [2], simultaneously possessing crystalline and su-
perfluid properties. In such a supersolid [3], the particles
that must supply the rigidity to form a crystal, at the same
time provide for superfluid nonviscous flow. Forty years
after its conjecture, this apparent contradiction continues to
attract theoretical interest and has ushered in an intense
search for experimental evidence in solid 4He, whose
interpretations are currently under active debate [4,5].

Here, we demonstrate how three-dimensional roton ex-
citations can be realized in atomic Bose-Einstein conden-
sates (BECs), thereby introducing an alternative system to
study supersolidity. The supersolid phase transition is
shown to arise from effective interactions, realized through
off-resonant optical coupling [6–8] to highly excited
Rydberg states. Owing to the strong increase of atomic
interactions with their principal quantum number n, reso-
nantly excited Rydberg gases have proved to be an ideal
platform to study strong interactions in many-body sys-
tems [9] on short microsecond time scales. The present
approach—based on off-resonant two-photon excitation
[see Fig. 1(a)] of Bose-condensed alkaline atoms—permits
us to utilize the strong Rydberg interactions over much
longer times of "100 ms. In particular, we consider cou-
pling to nS Rydberg states with vanishing orbital angular
momentum, which, as opposed to dipole-dipole interac-
tions, gives rise to isotropically repulsive interaction po-
tentials for the ground state atoms, and, thus, ensures
stability of the condensate.

The system is described as a gas of N atoms with mass
M at positions ri, each possessing a ground state jgii and
an excited nS Rydberg state, denoted by jeii. The two
states are optically coupled with a two-photon Rabi fre-
quency ! and detuning " [see Fig. 1(a)]. Defining cor-

responding transition and projection operators !̂ðiÞ
"# ¼

j"iih#ij (";# ¼ e; g), the resulting N-particle interaction
can be written as

Ĥ I ¼
X

i<j

VeeðrijÞ!̂ðiÞ
ee!̂

ðjÞ
ee ! @"X

i

!̂ðiÞ
ee þ ĤL;

where ĤL ¼ @!
2

P
i!̂

ðiÞ
eg þ !̂ðiÞ

ge describes the laser coupling
and VeeðrijÞ ¼ C6=r

6
ij > 0 denotes the van der Waals

(vdW) interaction between two Rydberg atoms at a dis-
tance rij ¼ ri ! rj. Because of the strongC6 " n11 scaling
of the vdW coefficient, such Rydberg-Rydberg atom inter-
actions are orders of magnitude larger than those of ground
state atoms. We are interested in the potential surface

FIG. 1 (color online). (a) Schematics of the considered three-
level atom, illustrating the laser coupling between the atomic
ground state jn0Si and the Rydberg state jnSi. For"1 ' !1, the
system reduces to an effective two-level atom, with the states
jgi ( jn0Si and jei ( jnSi coupled with a two-photon Rabi
frequency ! and detuning ". (b) Effective potential resulting
from the off-resonant coupling to the strongly interacting
Rydberg states for n ¼ 60 and " ¼ 50 MHz. Panels (c) and
(d) provide an enlarged view of the potential showing the
contributions from both ground state-Rydberg atom and ground
state-ground state atom interactions (solid line) as well as the
sole contribution from the latter (dashed line).
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sequence, the system generally approaches a glassy state
with short-range ordered density modulations, when start-
ing from a homogenous initial state (see below). We, thus,
used variational calculations, based on periodically ar-
ranged Gaussians with varying width and lattice constant,
to provide the proper initial wave function for a subsequent
imaginary time evolution according to Eq. (2).

Some of the obtained energies are shown in Fig. 3(b).
For small values of ! the BEC ground state is a homoge-
nous superfluid. At a critical value of !suso ! 30:1, one
finds a transition to a stable supersolid state. This first-
order transition precedes the roton-instability [21] and

takes place at a finite roton gap of "suso ! 0:66 @2k2rot
2M . The

existence of several competing states with similar energies
but different crystal symmetries [see Fig. 3(b)] may gen-
erally complicate the experimental preparation of ordered
states. In this respect, the dynamical tunability of the
interaction strength ~C6 via changing the laser intensity
can serve as a useful tool to steer the BEC evolution.

In order to demonstrate this point, we also studied the
time evolution, starting from a homogenous BEC. As a
specific example, we discuss the BEC dynamics for a
simple time dependence of !, shown in Fig. 4(a). The
calculation starts from a homogenous condensate with
small random phase noise and uses a complex time inte-
gration with a small imaginary contribution [22]. The
instantaneous increase of ! at time t ¼ 0 from ! ¼ 0–60
induces the roton instability. This sudden parameter
quench, however, causes relaxation towards a short-range
ordered, ‘‘glassy’’ [5] state [Fig. 4(b)], as discussed above.
As ! is decreased close to the phase transition some of the
structures vanish entirely, leading to a mixed phase in

which extended superfluid fractions of nearly constant den-
sity coexist with density-modulated domains [Fig. 4(c)].
The latter increase in time [Fig. 4(d)], and ultimately
merge to form sizable ‘‘crystallites’’ of regular density
modulations [Fig. 4(e)].
Turning to a discussion of the experimental feasibility,

we consider a particular example of coupling to 60S
Rydberg states in a 87Rb condensate, for which Rydberg
excitation has recently been demonstrated [23]. Figure 5
shows the corresponding ‘‘phase diagram’’ for a typical
density of 1014 cm#3, also including a finite s-wave scat-
tering length a > 0. The latter only leads to some increase
of the critical Rabi frequencies for inducing the roton
instability. Importantly, the transition to a supersolid can
be realized with Rabi frequencies of a few hundred kHz,
and the condition j!j $ " can be well fulfilled deep in the
roton-instability regime. Yet, the detuning is sufficiently
small to avoid excitation of nearby Rydberg states and
near-resonant dipole coupling to adjacent pair states for
distances * Rc. For typical values of Rc, the number of
atoms within a single density peak is on the order of 103,
which justifies the applied mean-field description in terms
of Eq. (2).
Major limitations for the stability of Rydberg gases

generally stem from the finite lifetime of the involved
excited states and from autoionization of close Rydberg
atom pairs, initiated by near-resonant dipole-dipole cou-

FIG. 3 (color online). (a) Roton gap " as a function of the
interaction parameter !. (b) Energy density " ¼ #0

2N h#j#@2r2

2M þ
Ĥj#i for different crystal symmetries relative to the energy
density "hom ¼ $2!=3 of a homogeneous BEC. Panel (c) pro-
vides an enlarged view around the transition point. The effective
Rydberg state lifetime for excitation of 87Rb to n ¼ 60 (C6 ¼
9:7& 1020 a:u: [26]) with ! ¼ 50 MHz and #0 ¼ 1014 cm#3 is
shown in (d).

FIG. 4 (color online). Snapshots of the BEC dynamics for a
time-varying interaction parameter !ðtÞ shown in (a). Panels (b)–
(e) show the density along orthogonal slices through the simu-
lation box at times indicated in (a). The upper and right axes
in (a) show the actual time and Rabi frequency for a 87Rb BEC
with n ¼ 60, ! ¼ 50 MHz, and #0 ¼ 2& 1014 cm#3.
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• Matches time-scale of motion and decay to that of cold atom traps.
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Charge and energy transport by π-conjugated molecules are
intensively investigated in biological as well as in materials science.1

Such properties are strongly influenced by intermolecular interac-
tions and the mutual orientation of the single molecules.2 Self-
assembling materials are of special interest since their aggregate
structures, and with this their properties, can be steered in a wide
range.3 For a rational design of supramolecular functionalities,
detailed knowledge of the effects determining the self-assembly
process and the optical properties is required. Absorption and
emission spectra provide significant insight, but due to the interplay
of various effects their interpretation needs appropriate computa-
tional methods.4 Given the typically large size of the chromophores,
the important role of dispersion interactions, and the need to
describe electronically excited states, such calculations are very
demanding and often limited in accuracy. Nevertheless, various
theoretical investigations provide valuable information by assigning
absorption spectra.5 Similar works on emission spectra delivering
complementary information about the excited states are rare,
however.6

In this work we present a new quantum-chemistry based
protocol,7 which provides a quantitative description of both
absorption and emission spectra. Applied to perylene bisimide (PBI)
aggregates,8 it provides excellent agreement between theory and
experiment and points to a self-trapping of excitons that causes
severe limitations for applications of this important class of dyes
in organic light emitting devices and organic solar cells. The model
also explains results obtained from femtosecond time-resolved
spectroscopy9 and the strong variations in the X-ray structures of
differently substituted PBIs.10

The measured absorption spectra of the PBI aggregates in
methylcyclohexane are shown in Figure 1 (upper left-hand side).8

The spectrum shows a main maximum around 2.5 eV, with a
shoulder at about 2.3 eV. The spectrum was successfully inter-
preted11 assuming a dimer structure, dipole-dipole coupling in the
excited states, and a single effective vibrational mode for each
monomer, while intermolecular degrees of freedom were frozen.
The emission spectrum of aggregated PBI (Figure 1, lower left-
hand side)11 possesses a broad, considerably red-shifted band
ranging from 1.5 to 2.1 eV. Two additional maxima appear at about
2.2 and 2.4 eV. Attempts to interpret the emission spectrum by the
aforementioned model failed, indicating that the assumption of a
frozen intermolecular geometry is too simple.

The new protocol7 employs potential energy surfaces (PESs) for
ground and excited states of PBI dimers obtained by appropriate
quantum-chemical approaches. The PBI dimer PESs were computed
as a function of the distance between the monomer planes, R, of
the torsional angle, φ, and the longitudinal (X) and transversal (Y)

shifts of one monomer as indicated in Figure 2.7 The ground-state
PES was calculated with the DFT-D approach which accounts for
dispersion effects by adding empirical corrections to the standard
density functional energy.7,12

The ground-state PES for R ) 3.31 Å is shown in Figure 2. The
blue surface corresponds to longitudinal and transversal shifts for
φ ) 0°. The green area depicts the vicinity of the global minimum.
In this part φ varies from 10° (blue-green border) to 30° (point of
origin).7 Figure 2 reveals that the ground-state PES possesses several
local minima within 20 kJ mol-1 above the global minimum. This
topology nicely explains the relative orientations of differently
substituted PBIs in crystals.10 The global minimum of the dimer is
predicted at R ) 3.36 Å, φ ) 29.4°, and X ) Y ) 0 Å. The† Institut für Physik, Universität Rostock.

Figure 1. Left: Experimental UV/vis absorption and emission spectra for
a mixture of PBI monomers and aggregates in methylcyclohexane (taken
from ref 11a) and calculated spectra for monomers and aggregates. Right:
Computed PES of ground and excited states.7

Figure 2. Computed potential energy surface of the ground state (X1A1).7

The rotational angle φ is indicated on the right-hand side.

Published on Web 09/04/2008

10.1021/ja804331b CCC: $40.75 ! 2008 American Chemical Society12858 9 J. AM. CHEM. SOC. 2008, 130, 12858–12859
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Figure 2. Time evolution of the positions of N = 5 Rydberg atoms initially
arranged on a regular chain with nearest neighbor distance of x = 5µm
and prepared in the five possible electronic eigenstates of the chain. The
corresponding eigenenergies increase from top (k = 1) to bottom (k = 5). Left
column: each graph shows the value of the eigenfunctions � φk |πn� at the initial
atomic positions, where the index n labeling each atom increases from bottom
to top in each graph. Right column: trajectories of the Rydberg atoms, when the
system is initially prepared in the respective eigenstate on the left column. For
details, see text.

and Ekin(t) ≈ 0 for k = (N + 1)/2, if N is odd. We found good agreement of this formula
with the numerical calculations shown in figure 3 for times t < 1µs. The fast collisions in
the trajectories for the two lowest initial electronic states lead to a rapid increase of the kinetic
energy (figure 3(a)). In contrast, Ekin increases much slower for the three eigenstates that do
not show rapidly colliding trajectories (figure 3(b)). The slow ‘collision’ that is seen in the
trajectories for k = 4manifests itself in a non-monotonic time evolution of Ekin, with a minimum
at the time when the central atoms reach their minimal distance.

New Journal of Physics 10 (2008) 045030 (http://www.njp.org/)
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Ĥ(R)

| ν1j1m1 � ⊗ | ν2j2m2 �

1 1.5 2 2.5 3 3.5 4
20

15

10

5

0

5

10

15

20

R[µm]

E[Ghz]

|55s,55s>



1 1.5 2 2.5 3 3.5 4
100

50

0

50

100

R[µm]

E[
G
hz
]

|55s,55s>

Rydberg interactions
Set up two-atom basis:

Determine interaction matrix 
elements (leading dipole-dipole)

Diagonalize Hamiltonian

R1 2
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Ĥ(R)

| ν1j1m1 � ⊗ | ν2j2m2 �

1 1.5 2 2.5 3 3.5 4
2

1.5

1

0.5

0

0.5

1

1.5

2

R[µm]

E[
G
hz
]

|55s,55p>±|55p,55s>



1 1.5 2 2.5 3 3.5 4
100

80

60

40

20

0

20

40

60

80

100

R[µm]

E[
G
hz
]

|55s,55p>±|55p,55s>

Rydberg interactions
Set up two-atom basis:

Determine interaction matrix 
elements (leading dipole-dipole)

Diagonalize Hamiltonian

R1 2
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Ĥnuc = −
�

n

�2∇2
R

2M

| Ψ(R) � =
�

k

φk(R)|ϕk(R)�
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Figure 2. Time evolution of the positions of N = 5 Rydberg atoms initially
arranged on a regular chain with nearest neighbor distance of x = 5µm
and prepared in the five possible electronic eigenstates of the chain. The
corresponding eigenenergies increase from top (k = 1) to bottom (k = 5). Left
column: each graph shows the value of the eigenfunctions � φk |πn� at the initial
atomic positions, where the index n labeling each atom increases from bottom
to top in each graph. Right column: trajectories of the Rydberg atoms, when the
system is initially prepared in the respective eigenstate on the left column. For
details, see text.

and Ekin(t) ≈ 0 for k = (N + 1)/2, if N is odd. We found good agreement of this formula
with the numerical calculations shown in figure 3 for times t < 1µs. The fast collisions in
the trajectories for the two lowest initial electronic states lead to a rapid increase of the kinetic
energy (figure 3(a)). In contrast, Ekin increases much slower for the three eigenstates that do
not show rapidly colliding trajectories (figure 3(b)). The slow ‘collision’ that is seen in the
trajectories for k = 4manifests itself in a non-monotonic time evolution of Ekin, with a minimum
at the time when the central atoms reach their minimal distance.

New Journal of Physics 10 (2008) 045030 (http://www.njp.org/)

C. Ates, A. Eisfeld, J.-M. Rost
New J. Phys. , 10 045030 (2008).

c km



8

0

10

20

0

10

20

0

10

20

0

10

20

–0.5 0 0.5 0 5 10

0

10

20

R
 (µm

)

t (µs)

k = 1

k = 2

k = 3

k = 4

k = 5

�φk | πn�

Figure 2. Time evolution of the positions of N = 5 Rydberg atoms initially
arranged on a regular chain with nearest neighbor distance of x = 5µm
and prepared in the five possible electronic eigenstates of the chain. The
corresponding eigenenergies increase from top (k = 1) to bottom (k = 5). Left
column: each graph shows the value of the eigenfunctions � φk |πn� at the initial
atomic positions, where the index n labeling each atom increases from bottom
to top in each graph. Right column: trajectories of the Rydberg atoms, when the
system is initially prepared in the respective eigenstate on the left column. For
details, see text.

and Ekin(t) ≈ 0 for k = (N + 1)/2, if N is odd. We found good agreement of this formula
with the numerical calculations shown in figure 3 for times t < 1µs. The fast collisions in
the trajectories for the two lowest initial electronic states lead to a rapid increase of the kinetic
energy (figure 3(a)). In contrast, Ekin increases much slower for the three eigenstates that do
not show rapidly colliding trajectories (figure 3(b)). The slow ‘collision’ that is seen in the
trajectories for k = 4manifests itself in a non-monotonic time evolution of Ekin, with a minimum
at the time when the central atoms reach their minimal distance.

New Journal of Physics 10 (2008) 045030 (http://www.njp.org/)

C. Ates, A. Eisfeld, J.-M. Rost
New J. Phys. , 10 045030 (2008).

c km

Motion depends on quantum state

R12         1         2=|R  - R  |

Hel = −µ
2





0 1
R3

12

1
R3

13

1
R3

14

1
R3

15

1
R3

21
0 1

R3
23

1
R3

24

1
R3

25

1
R3

31

1
R3

32
0 1

R3
34

1
R3

35

1
R3

41

1
R3

42

1
R3

43
0 1

R3
45

1
R3

51

1
R3

52

1
R3

53

1
R3

54
0





electronic dipole-dipole 
Hamiltonian:

|π4� = |sssps�

H
el(R)| ϕn(R) � = Un(R)| ϕn(R) �

|ϕn(R)� =
�

m

cnm(R)| πm �

8

0

10

20

0

10

20

0

10

20

0

10

20

–0.5 0 0.5 0 5 10

0

10

20

R
 (µm

)

t (µs)

k = 1

k = 2

k = 3

k = 4

k = 5

�φk | πn�

Figure 2. Time evolution of the positions of N = 5 Rydberg atoms initially
arranged on a regular chain with nearest neighbor distance of x = 5µm
and prepared in the five possible electronic eigenstates of the chain. The
corresponding eigenenergies increase from top (k = 1) to bottom (k = 5). Left
column: each graph shows the value of the eigenfunctions � φk |πn� at the initial
atomic positions, where the index n labeling each atom increases from bottom
to top in each graph. Right column: trajectories of the Rydberg atoms, when the
system is initially prepared in the respective eigenstate on the left column. For
details, see text.

and Ekin(t) ≈ 0 for k = (N + 1)/2, if N is odd. We found good agreement of this formula
with the numerical calculations shown in figure 3 for times t < 1µs. The fast collisions in
the trajectories for the two lowest initial electronic states lead to a rapid increase of the kinetic
energy (figure 3(a)). In contrast, Ekin increases much slower for the three eigenstates that do
not show rapidly colliding trajectories (figure 3(b)). The slow ‘collision’ that is seen in the
trajectories for k = 4manifests itself in a non-monotonic time evolution of Ekin, with a minimum
at the time when the central atoms reach their minimal distance.

New Journal of Physics 10 (2008) 045030 (http://www.njp.org/)

C. Ates, A. Eisfeld, J.-M. Rost
New J. Phys. , 10 045030 (2008).

c km



23

Rydberg dressed dipole-dipole interactions

adaptation of:   M. Müller, L. Liang, I. Lesanovsky, P. Zoller, 
New J. Phys. , 10 093009 (2008).

Rydberg dressing:   L. Santos, G. V. Shlyapnikov, P. Zoller, 
M. Lewenstein, Phys. Rev. Lett. 85, 1791 (2000).

5

Figure 1. (a) Schematic level diagram for laser dressing of a pair of ground-

state atoms with Rydberg states. The ground states |g�, |h� do not participate

in inter-atomic interactions or spontaneously decay on time scales of interest.

States |s�, |p� are highly excited Rydberg states, participating in binary long-

range interactions, as explained in the text. Ground and excited states are

coupled in a far-detuned fashion, as indicated in the diagram. The symbol γ
indicates the relevance of spontaneous decay, which we discuss in section 3.5.

(b) Implementation of the scheme sketched in panel (a) for
7
Li, using the

indicated states to realize |g�, |h�, |s�, |p�. Also shown are the states energetically

closest to |s�, |p�. For the hyperfine-split ground state, F denotes the total atomic

angular momentum (nuclear, orbital and spin). See appendix B for further details

of the indicated transitions.

ground-state levels, are so far detuned that they can be safely neglected
2
. We show some realistic

level diagrams for
7
Li in figure 1(b) to demonstrate how this constraint can be met in practice.

Throughout the paper, we will refer to the states |g�, |s� as the ‘s-pair’ and the states |h�, |p� as

the ‘p-pair’.

Using the four states introduced above as a basis for the single atom, an N -body basis state

|k� is written as

|k� ≡ |k1 . . . kN � ≡ |k1� ⊗ . . . ⊗ |kN �, (3)

where k j ∈ {g, h, s, p} describes the electronic state of the atom j . For example, we write |ghs�
when the first atom is in state |g�, the second in |h� and the third in |s�. After defining operators

σ̂
(n)
kk� = |kn�� k

�
n
| with k, k

� ∈ {g, h, s, p}, where n is the atom index, the many-body Hamiltonian

can be written as

Ĥ = Ĥ 0 + V̂ , (4)

with

Ĥ 0 = −�s

�

n

σ̂ (n)
ss

− �p

�

n

σ̂ (n)
pp

+

�

nl

Unl σ̂
(n)
sp

σ̂ (l)
ps

(5)

2
If both couplings are realized by two-photon transitions, these considerations should include the virtual middle

level. We require couplings |g� ↔ |ms� ↔ |s� and |h� ↔ |m p� ↔ |p� with uniquely assigned states |ms/p�. See

appendix B for more details.

New Journal of Physics 13 (2011) 073044 (http://www.njp.org/)

 S. Wüster, C. Ates,  A. Eisfeld and J. M. Rost, 
New J. Phys. 13 073044 (2011).
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Ĥ 0 = −�s

�

n

σ̂ (n)
ss

− �p

�

n

σ̂ (n)
pp

+

�

nl

Unl σ̂
(n)
sp

σ̂ (l)
ps

(5)

2
If both couplings are realized by two-photon transitions, these considerations should include the virtual middle

level. We require couplings |g� ↔ |ms� ↔ |s� and |h� ↔ |m p� ↔ |p� with uniquely assigned states |ms/p�. See

appendix B for more details.

New Journal of Physics 13 (2011) 073044 (http://www.njp.org/)

 S. Wüster, C. Ates,  A. Eisfeld and J. M. Rost, 
New J. Phys. 13 073044 (2011).



24

Rydberg dressed dipole-dipole interactions
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Ĥ+ = Veff(|hg��gh| + |gh��hg|)

5

Figure 1. (a) Schematic level diagram for laser dressing of a pair of ground-

state atoms with Rydberg states. The ground states |g�, |h� do not participate

in inter-atomic interactions or spontaneously decay on time scales of interest.

States |s�, |p� are highly excited Rydberg states, participating in binary long-

range interactions, as explained in the text. Ground and excited states are

coupled in a far-detuned fashion, as indicated in the diagram. The symbol γ
indicates the relevance of spontaneous decay, which we discuss in section 3.5.

(b) Implementation of the scheme sketched in panel (a) for
7
Li, using the

indicated states to realize |g�, |h�, |s�, |p�. Also shown are the states energetically

closest to |s�, |p�. For the hyperfine-split ground state, F denotes the total atomic

angular momentum (nuclear, orbital and spin). See appendix B for further details

of the indicated transitions.

ground-state levels, are so far detuned that they can be safely neglected
2
. We show some realistic

level diagrams for
7
Li in figure 1(b) to demonstrate how this constraint can be met in practice.

Throughout the paper, we will refer to the states |g�, |s� as the ‘s-pair’ and the states |h�, |p� as

the ‘p-pair’.

Using the four states introduced above as a basis for the single atom, an N -body basis state

|k� is written as

|k� ≡ |k1 . . . kN � ≡ |k1� ⊗ . . . ⊗ |kN �, (3)

where k j ∈ {g, h, s, p} describes the electronic state of the atom j . For example, we write |ghs�
when the first atom is in state |g�, the second in |h� and the third in |s�. After defining operators

σ̂
(n)
kk� = |kn�� k

�
n
| with k, k

� ∈ {g, h, s, p}, where n is the atom index, the many-body Hamiltonian

can be written as

Ĥ = Ĥ 0 + V̂ , (4)

with
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dkm

k stochastic!
multiple trajectories



28

Tully’s surface hopping

i� ∂

∂t
φk(R) =

�
�

n

− �2

2M
∇2

Rn
+ Uk(R)

�
φk(R) +

�

m�=k

θkm(R)φm(R)

• Schrödinger’s equation in the adiabatic basis

• Classical motion in potential Uk

MR̈(t) = −∇RUk(R)

• Quantum solution for electronic state dynamics

i� ˙̃ck(t) = Uk(R(t))c̃k(t) + i�
�

m

�ϕk(t) |∇Rϕm(t) �Ṙ(t)c̃m
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Example

Ĥel =





0 χ(x) 0

χ(x) E0 − �(x) χ(x)

0 χ(x) 2(E0 − �(x))




• Three coupled 

electronic states

• Wavepacket 
initially on lowest 
surface

• Quantum solution 
(shown), Tully 
compares very well 
(not shown)
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J.C. Tully and R. K. Preston, 
J. Chem. Phys., 55 562 (1971).

J.C. Tully, J. Chem. Phys., 93 1061 (1990).
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• Adjust velocity when 
jumping, to conserve 
energy

S. Hammes-Schiffer and J.C. Tully ,
J. Chem. Phys., 101 4657 (1994).
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• Single particle quantum mechanics, Ehrenfest theorem:
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Ehrenfest method
• Single particle quantum mechanics, Ehrenfest theorem:

• Does not allow for correlations between BO surface and quantum state, see 
example...

• No need for diagonalisation, can propagate electronic state in site basis:

| Ψ(t) � =
�

n

cn(t)| πn �
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� ˙̂p� = −�∇V (R̂)�



33

Example
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MR̈(t) = −�Ψ |∇RĤel(R)| Ψ � = −|c̃3|2�ϕ3 |∇RĤ| ϕ3 � − |c̃2|2�ϕ2 |∇RĤ| ϕ2 �
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Ehrenfest result
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• Different final velocities 
on surfaces 3 and 2

• Ehrenfest method cannot 
capture these essential 
features

Ehrenfest result

MR̈(t) = −�Ψ |∇RĤel(R)| Ψ � = −|c̃3|2�ϕ3 |∇RĤ| ϕ3 � − |c̃2|2�ϕ2 |∇RĤ| ϕ2 �



(4) Entanglement
(4a) transport
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FIG. 3: (color online) Ejection of an entangled atom pair
from two harmonic traps, using a quantum-classical model
with 1024 stochastic trajectories. (a) Total atomic density.
(b) Fraction f of atoms ejected from the clouds (black), and
expected ejection fraction based on the population in the re-
pulsive exciton state |�Ψrep |Ψ(t) �|2 (green). (c) Population
in the various electronic states during the first laser and r.f.
pulse. For definitions of cn1,n2:n3,n4 see Eq. (6). States where
atoms within one cloud are permuted or the clouds swapped
have identical populations to those listed in the legend, by
symmetry. The dotted line is the total population in all
states shown in the legend, and their permutations. (d) Laser
(dashed) and microwave (solid) pulse shapes (normalised ar-
bitrarily, for more details see [38]). The detuning is shown in
red and the Rabi-frequencies in black.

the EPR paradox proposed by Bohm and Aharonov [12].

The Bohm and Aharonov scheme is based on the decay

of a spin 0 particle into a pair of spin 1/2 particles in a

spin singlet state. Let us denote these particles by a and

b. Measurements of the correlation between spin projec-

tions along axis a for particle a and b for particle b then
yield correlations:

C(a,b)
S = �σa · a σb · b� = −a · b = − cos (θ). (7)

Here, σj is a vector of Pauli spin matrices acting in the

spin space of atom j, a · b denotes the scalar product

between vectors a and b and θ is the angle enclosed by

them.

By identifying electronic states with spin states ac-

cording to | s � → | ↑ �, | p � → | ↓ � (or | g � → | ↑ �,

|ϕrep� = 1√
2

�
|sp� + |ps�

�

A−
rf

A+
rf

|s� + |p�

|s�

|p�

= |s��

= |p��

= |s�� + |p��

θ+− θ−= θa = 0

|s� + |p�

|s�

|p�

θ++ θ−= θb� =
π
4

|s��

|p�� |s�� + |p��

FIG. 4: (color online) Measurement scheme for atomic pseu-
dospin EPR correlations. (top) Atoms are ejected towards
different sides of a microwave node, realizing either same or
opposite sign Rabi coupling between | s � | p �. (bottom) Cuts
through the Bloch sphere. Combining symmetric and an-
tisymmetric coupling, we can rotate the measurement basis
differently for atoms a and b.

|h � → | ↓ �, if we work with de-excited ground states, see

section IIID), we can view the ejected atoms as coupled

spin-1/2 system. However, straightforward r.f. excita-

tion of the repulsive exciton requires it to have the form

|ϕrep � = (| sp � + | ps �)/
√
2, which in the spin picture

corresponds to a member of the triplett. In this triplet

state |Ψt � = (| ↑↓ �+ | ↓↑ �)/
√
2 we obtain [49]

C(a,b)
T = �Ψt |σa · a σb · b|Ψt � = a · b− 2azbz, (8)

where the ai, bi are the cartesian components of the vec-

tors a and b.
In both, singlet and triplet cases, essential nonclassical

features of entanglement are evident if one can violate a

Bell inequality [29], for example the CHSH form [30]

|C(a,b)
T + C(a,b�)

T + C(a�,b)
T − C(a�,b�)

T | ≤ 2, (9)

for any choice of axes a, a�, b, b�
. All classical, realis-

tic, local, hidden variable theories would have to fulfill

Eq. (9).

For an axis in the z-direction, a = ẑ, measurements

underlying Eq. (8) simply determine the Rydberg state

| s � or | p �, and can be performed via state selective field

ionization of the outgoing Rydberg atoms. To access the

non-classical region in Eq. (9), we however require non-

trivial and independent control of a, a�, b, b�
. First we

note, that if we couple state | s � of atom c (c ∈ {a, b}) to
state | p � with strength Vc for a duration T , the quantum
propagator U for the single spin-1/2 system is U = σx · c
with

c = [0, sin(θc), cos(θc)]
T

(10)

a b
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FIG. 3: (color online) Ejection of an entangled atom pair
from two harmonic traps, using a quantum-classical model
with 1024 stochastic trajectories. (a) Total atomic density.
(b) Fraction f of atoms ejected from the clouds (black), and
expected ejection fraction based on the population in the re-
pulsive exciton state |�Ψrep |Ψ(t) �|2 (green). (c) Population
in the various electronic states during the first laser and r.f.
pulse. For definitions of cn1,n2:n3,n4 see Eq. (6). States where
atoms within one cloud are permuted or the clouds swapped
have identical populations to those listed in the legend, by
symmetry. The dotted line is the total population in all
states shown in the legend, and their permutations. (d) Laser
(dashed) and microwave (solid) pulse shapes (normalised ar-
bitrarily, for more details see [38]). The detuning is shown in
red and the Rabi-frequencies in black.

the EPR paradox proposed by Bohm and Aharonov [12].

The Bohm and Aharonov scheme is based on the decay

of a spin 0 particle into a pair of spin 1/2 particles in a

spin singlet state. Let us denote these particles by a and

b. Measurements of the correlation between spin projec-

tions along axis a for particle a and b for particle b then
yield correlations:

C(a,b)
S = �σa · a σb · b� = −a · b = − cos (θ). (7)

Here, σj is a vector of Pauli spin matrices acting in the

spin space of atom j, a · b denotes the scalar product

between vectors a and b and θ is the angle enclosed by

them.

By identifying electronic states with spin states ac-

cording to | s � → | ↑ �, | p � → | ↓ � (or | g � → | ↑ �,

|ϕrep� = 1√
2

�
|sp� + |ps�

�

A−
rf

A+
rf

|s� + |p�

|s�

|p�

= |s��

= |p��
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θ+− θ−= θa = 0

|s� + |p�

|s�

|p�
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π
4
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FIG. 4: (color online) Measurement scheme for atomic pseu-
dospin EPR correlations. (top) Atoms are ejected towards
different sides of a microwave node, realizing either same or
opposite sign Rabi coupling between | s � | p �. (bottom) Cuts
through the Bloch sphere. Combining symmetric and an-
tisymmetric coupling, we can rotate the measurement basis
differently for atoms a and b.

|h � → | ↓ �, if we work with de-excited ground states, see

section IIID), we can view the ejected atoms as coupled

spin-1/2 system. However, straightforward r.f. excita-

tion of the repulsive exciton requires it to have the form

|ϕrep � = (| sp � + | ps �)/
√
2, which in the spin picture

corresponds to a member of the triplett. In this triplet

state |Ψt � = (| ↑↓ �+ | ↓↑ �)/
√
2 we obtain [49]

C(a,b)
T = �Ψt |σa · a σb · b|Ψt � = a · b− 2azbz, (8)

where the ai, bi are the cartesian components of the vec-

tors a and b.
In both, singlet and triplet cases, essential nonclassical

features of entanglement are evident if one can violate a

Bell inequality [29], for example the CHSH form [30]

|C(a,b)
T + C(a,b�)

T + C(a�,b)
T − C(a�,b�)

T | ≤ 2, (9)

for any choice of axes a, a�, b, b�
. All classical, realis-

tic, local, hidden variable theories would have to fulfill

Eq. (9).

For an axis in the z-direction, a = ẑ, measurements

underlying Eq. (8) simply determine the Rydberg state

| s � or | p �, and can be performed via state selective field

ionization of the outgoing Rydberg atoms. To access the

non-classical region in Eq. (9), we however require non-

trivial and independent control of a, a�, b, b�
. First we

note, that if we couple state | s � of atom c (c ∈ {a, b}) to
state | p � with strength Vc for a duration T , the quantum
propagator U for the single spin-1/2 system is U = σx · c
with

c = [0, sin(θc), cos(θc)]
T

(10)

a b

Entanglement more than correlations (Bell’s theorem) J.S.Bell  Physics 1 195 (1964).

|
�

C| = 2
√
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Entanglement lies at the heart of quantum informa-
tion processing and is also a valuable resource for extend-
ing precision measurements beyond bounds set by clas-
sical statistics. Recent years have seen a steady progres-
sion towards entanglement of larger and larger objects.
Although macroscopic ensembles have been successfully
entangled[1], the entanglement achieved per atom was
very low. Maximally entangled cat states of six atoms,
as well as “W” states of eight atoms have been achieved
in groundbreaking experiments with cold ions[2, 3]. In
this letter we introduce an efficient technique for gener-
ating maximally entangled states which is applicable to
any system which supports asymmetric state dependent
blockade interactions. We give quantitative estimates
for the preparation fidelity for entanglement of the clock
states of Rb atoms using Rydberg blockade, which may
enable improvement in the accuracy of an atomic clock.

Consider the situation shown in Fig. 1 where N atomic
quits, each with basis states |0〉, |1〉, are confined in a
volume V. We assume states |0〉, |1〉 are weakly interact-
ing over time scales of interest but can be transferred
to additional interacting states |s〉, |p〉. Single particle
excitations of |s〉 are allowed but there is a large en-
ergy gap Uss = h̄∆ss which blocks two-particle excita-
tions. States |s〉, |p〉 are also strongly interacting with a
large gap Usp = h̄∆sp, however states |p〉 interact weakly
with each other so that the two-particle interaction en-
ergy Upp = h̄∆pp satisfies ∆pp " ∆sp, ∆ss.

With the above resources N atom entangled states can
be synthesized in a few interaction steps by the following
protocol. We first prepare the N atom product state
|ψ〉 = |0, 0, ...0〉. The ground state |0〉 is coupled to |s〉
with an interaction Hamiltonian H1 such that the Rabi
frequency (from now on we put h̄ = 1), given by Ωs/2 =
〈s|H1|0〉, satisfies |Ωs| " ∆ss . In step (i) we apply H1

to all atoms for a time t1 = π/(2
√

N |Ωs|) to create the

|0> |1>

|p>

|s>

+

+

∆0

Ω

∆sp

(i) (iii)

(ii)
(ii)

(iii)

(i)

ΩpΩp

∆ss

∆pp

Ωs

sphere of 
radius R0

d

+

FIG. 1: (color online) Level scheme (left) and sequence of
operations for cat state generation (right). Ω is the effective
Rabi frequency coupling states |0〉, |1〉.

entangled state

|ψ〉 =
1√
2





1√
N

N
∑

j=1

|0, 0, s(j)...0〉 + |0, 0, ...0〉



 . (1)

We then invoke a second interaction Hamiltonian H2 =
H20 +H21 with corresponding Rabi frequencies Ωp0/2 =
〈p|H20|0〉, Ωp1/2 = 〈p|H21|1〉, and the same detuning
∆0 on both transitions, see Fig. 1. For simplicity we
will assume Ωp0 = Ωp1 = Ωp = |Ωp|. After a definite
interaction time of t2 =

√
2π/Ωp in the resonant (∆0 =

0) case, and t2 = 2π∆0/Ω2
p in the non-resonant (∆0 %

Ωp) case, H2 induces a transfer from |0〉 to |1〉 in all the
atoms via the Rydberg state |p〉, unless this process is
blocked by population in the Rydberg |s〉 state. In the
limit where ∆pp " Ω " ∆sp step (ii) transforms (1) into

|ψ〉 =
1√
2





1√
N

N
∑

j=1

|0, 0, s(j)...0〉 + |1, 1, ...1〉



 . (2)

We finish in step (iii) by applying −H1 for a time 2t1 to

M. Saffman and K. Mølmer, 
Phys. Rev. Lett. 102, 240502 (2009).
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quite different interactions
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any system which supports asymmetric state dependent
blockade interactions. We give quantitative estimates
for the preparation fidelity for entanglement of the clock
states of Rb atoms using Rydberg blockade, which may
enable improvement in the accuracy of an atomic clock.
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We then invoke a second interaction Hamiltonian H2 =
H20 +H21 with corresponding Rabi frequencies Ωp0/2 =
〈p|H20|0〉, Ωp1/2 = 〈p|H21|1〉, and the same detuning
∆0 on both transitions, see Fig. 1. For simplicity we
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M. Saffman and K. Mølmer, 
Phys. Rev. Lett. 102, 240502 (2009).
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We demonstrate theoretically a parallelized C-NOT gate which allows us to entangle a mesoscopic

ensemble of atoms with a single control atom in a single step, with high fidelity and on a microsecond time

scale. Our scheme relies on the strong and long-ranged interaction between Rydberg atoms triggering

electromagnetically induced transparency. By this we can robustly implement a conditional transfer of all

ensemble atoms between two logical states, depending on the state of the control atom. We outline a

many-body interferometer which allows a comparison of two many-body quantum states by performing a

measurement of the control atom.

DOI: 10.1103/PhysRevLett.102.170502 PACS numbers: 03.67.!a, 32.80.Rm, 42.50.Gy

Atoms excited by laser light to high-lying Rydberg
states interact via strong and long-range dipole-dipole or
van der Waals forces [1]. Level shifts associated with these
interactions can be used to block transitions of more than
one Rydberg excitation in mesoscopic atomic ensembles.
This ‘‘dipole blockade’’ [2] mechanism underlies the for-
mation of ‘‘superatoms’’ in atomic gases with a single
Rydberg excitation shared by many atoms within a block-
ade radius. Furthermore, this provides the basis for fast
two-qubit gates between pairs of atoms in optical or mag-
netic trap arrays. Recently, these superatoms and Rydberg
gates have been demonstrated in the laboratory by several
groups in remarkable experiments [3,4], also combining
the tools of electromagnetically induced transparency
(EIT) and Rydberg blockade [5]. Building on these
achievements, a future challenge is to develop and extend
Rydberg-based protocols towards single step many atom
entanglement. Here we propose and analyze a fast high-
fidelity many-particle gate by combining elements of EIT
and Rydberg interactions, which entangles in a single step
a control atom with a mesoscopic number of atoms N. As
discussed below, such a mesoscopic parallel Rydberg gate
has immediate applications in quantum information pro-
cessing and entanglement-based many-particle interferom-
etry, and represents a quantum amplifier or single atom
transistor [6].

We envision a setup as illustrated in Fig. 1. A control
atom and a mesoscopic ensemble of atoms are stored in
two separate trapping potentials, e.g., in two dipole traps as
in Ref. [4], or in large-spacing optical lattices or magnetic
trap arrays [7]. Our goal is the implementation of the
operation C-NOTN , defined by

j0ijANi ! j0ijANi; j0ijBNi ! j0ijBNi;
j1ijANi ! j1ijBNi; j1ijBNi ! j1ijANi;

(1)

where j0i, j1i and jAi and jBi denote long-lived ground

states of the control and ensemble atoms, respectively. The
gate consists of a conditional swap of the two internal
states of N ensemble atoms, where we have adopted the
notation jANi " NN

k¼1 jAik and jBNi " NN
k¼1 jBik. The

gate (1) corresponds to a Schrödinger-cat or GHZ-type
beam splitter: ð!j0iþ"j1iÞjANi!!j0ijANiþ"j1ijBNi.
The resulting state constitutes an important resource for
quantum computing, and provides a basic ingredient for
Heisenberg limited interferometry [8].
The basic elements and steps in our realization of the

gate (1) are: (i) the control atom can be individually
addressed and laser excited to a Rydberg state conditional
to its internal state, thus (ii) turning on or off the strong
long-range Rydberg-Rydberg interactions of the control
with ensemble atoms, which (iii) via EIT-type interference
suppresses or allows the transfer of all ensemble atoms
from jAi or jBi conditional to the state of the control atom.
Among the distinguishing features of our protocol is high
fidelity for moderately sized atomic ensembles spread out
over several micrometers. It does not require individual
addressing of the ensemble atoms, in contrast to a possible
implementation of the gate (1) by a sequence of N two-
qubit gates. It is robust with respect to inhomogeneous
interparticle distances and varying interaction strengths
and can be carried out on a microsecond time scale.

FIG. 1 (color online). In the envisioned setup the quantum
state of an atomic ensemble is manipulated depending on the
state of a single control atom. The atomic ensemble can consist
of atoms in a single trap or of atoms being confined in a lattice.

PRL 102, 170502 (2009) P HY S I CA L R EV I EW LE T T E R S
week ending
1 MAY 2009

0031-9007=09=102(17)=170502(4) 170502-1 ! 2009 The American Physical Society
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(4b) Entanglement between 
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Rydberg pair source
e.g.  H. Park, E. S. Shuman, and T. F. Gallagher, 

Phys. Rev. A 84 052708 (2011).
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Photosynthetic light harvesting

Light harvesting antenna

• Consist of over  
100000 bacterio- 
clorophyll molecules

• Light harvesting system of green 
sulphur bacteria
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Photosynthetic light harvesting

• Light harvesting system of green 
sulphur bacteria

FMO-complex

• Consists of 3*8 
bacterioclorophyll molecules
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Photosynthetic light harvesting

• Light harvesting system of green 
sulphur bacteria

Reaction center
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Quantum Biology (?)
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Tunable Rydberg aggregates

• Analog Holstein model

• Analog light 
harvesting system

J. P. Hague and C. MacCormick, 
New J. Phys. , 14 033019 (2012).

Interaction with background 
gas can create site energy 
disorder 

• Rydberg energy sink 
(“reaction centre”)

O. Mülken, A. Blumen, T. Amthor, C. Giese, 
M. Reetz-Lamour and M. Weidemüller, 
Phys. Rev. Lett.  99 090601 (2007)
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S. Wüster,  A. Eisfeld, J.-M. Rost,               
Phys. Rev. Lett. 106 153002 (2011).



also see e.g.:
S. Perun, A.L. Sobolewski and W. Domcke 
J. Am. Chem. Soc. 127 6257 (2005).

http://chem.chem.rochester.edu/~dmgrp/Research.html

Thymine photo-chemistryvision / photobiology

Conical intersections, 
Biochemistry/ Photochemistry

S. Hahn and G. Stock
J. Phys. Chem. B 104 1146 (2000).

http://chem.chem.rochester.edu/~dmgrp/Research.html
http://chem.chem.rochester.edu/~dmgrp/Research.html
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I: Conical intersections and the Born-
Oppenheimer approximation
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• Schrödinger’s equation in Born-Oppenheimer Separation
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• At degenerate points (CI), non-adiabatic effect large for arbitrarily small velocity
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II: Conical intersections and the 
geometrical phase

• Derivative (non-adiabatic) coupling: Dkm = �ϕk(R)| −
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• Can show around CI:

�

C
fkm(τ) · dτ → π

• Adiabatic transport

• Dynamic versus geometric phase

D.R. Yarkony
J. Phys. Chem. A  105 6277 (2001).

| Ψ(t) � = | ϕ(R(t)) � exp
�
−i

� t

0
E(t�)dt�/�

�
exp [iγ(R)]

www.sciencemag.org SCIENCE VOL 309 19 AUGUST 2005 1195

called invariants only in the sense that the
regression lines between their components
have slopes close to +1 or –1.”

Life history evolution is not the only
field where invariants or universal constants
are proposed. The Universal Temperature
Dependence of metabolism proposal asserts
that the metabolism of all organisms can be
described by a single equation (8). Scaling
laws (as, for instance, basic metabolic rate
scale as mass to the power 3/4 ) are called
universal over all life (9, 10). This hankering
for universal explanations has been criti-
cized not only on technical grounds (11) but
also for ignoring biology and the variation
between organisms (12). Interesting biology
might not be in life history invariants but in
biological variation. 

Consider again the issue of relative body
size at sex change. Allsop and West (3) col-
lected data on this question and interpreted
their log-log plot as showing a life history
invariant indicating that a fundamental sim-
ilarity exists among all animals in the fit-
ness components leading to sex change.
However, looking at specific cases of sex
change does not strengthen that impression.
In both the clown fish and the bluebanded
goby, an individual’s sex is determined by
its rank in the social hierarchy. Among

clown fish, the largest fish of the group is
female, the second largest fish is male, and
lower ranking group members are queuing
for their turn to reproduce (13). Among
bluebanded gobies, the fish at the top of the
hierarchy is male and below him are several
breeding females; the group has no non-
breeding adults (14). In both fish species,
the second ranking member in the hierarchy
changes sex and starts growing in size when
the top brass exits (13, 14). The interesting
biology is to identify what determines dif-
ferences such as those between these two
fish species. 

This brings us back to species-specific
life histories and back to looking at biologi-
cal mechanisms. If a fundamental similarity
does exist among all animals in the fitness
components leading to sex change, it has to
be shown that relative body size at sex
change for both the clown fish and the blue-
banded goby can be directly described by
similar fitness relations. The model of opti-
mal relative body size at sex change (15)
must be shown to work by direct estimation
of its parameters for both fish species, not
by log-log plot. 

We should be wary of treating an aver-
age across species as an explanatory gen-
eral life history invariant. That’s not to say

that we might not keep searching for
invariants that indicate fundamental simi-
larities in the biology of all living organ-
isms. We just need to know for certain how
to identify them.
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Quantum mechanical effects such as
tunneling through a classically
impenetrable potential energy bar-

rier have long been known to occur in
chemical reactions (1). More subtle quan-
tum effects can also arise for reactions in
which two different electronic states touch
(that is, coincide in energy) to produce a
conical intersection (see the f igure). An
example is the geometric or Berry phase,
which refers to a change in sign of an elec-
tronic wave function when nuclei of atoms
involved in the reaction complete an odd
number of loops around the conical inter-
section (2–4). The effect of the geometric
phase on the energy levels of bound-state
molecules is well understood (5).
However, the conditions under which the
geometric phase effect can be detected for

chemical reactions are less certain. Studies
of this effect have largely been directed at
the simplest chemical reaction, H + H2 →

H2 + H, which serves as the benchmark for

def initive experimental and theoretical
studies of reaction dynamics. On page
1227 of this issue, Juanes-Marcos et al. (6)
provide a novel topological argument to
show when the geometric phase is likely to
be observable in this hydrogen exchange
reaction and also clarify the f indings of
previous calculations.

To understand chemical reactions, theo-
rists solve the Schrödinger equation for the
electrons to calculate potential energy sur-
faces on which the nuclei move. These sur-
faces are then used in quantum dynamical
computations that solve the Schrödinger
equation for the nuclei taking part in the
reaction at different energies (7). The nuclear
wave functions are calculated for different
values of the total angular momentum J of
the system of three hydrogen atoms, and

these partial wave functions are
summed to produce quantities
that can be observed in molecu-
lar beam experiments such as
the angular distributions of the
H2 + H products. These quan-
tum dynamical calculations can
be done with time-independent
or time-dependent theory. One
set of time-independent quan-
tum dynamical calculations on
an accurate potential energy
surface suggested that the geo-
metric phase effect might be

The author is in the Department of Physical and
Theoretical Chemistry, University of Oxford, South
Parks Road, Oxford OX1 3QZ, UK. E-mail:
david.clary@chem.ox.ac.uk
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FIG. 1. (Color online) (a) The system under consideration,
consisting of two Rydberg atoms. R is the relative position of atom 2
with respect to atom 1. An external electric field E is applied in the z

direction. (b) Internal level structure of each Rydberg atom. The Stark
shift δ ≡ Wp±1/2 − Wp±3/2 is positive for the above configuration.
Only states connected by solid, blue dotted, and red dashed lines
are dipole coupled. (c) Potential curves for the M = 1 nsnp states
as a function of scaled internuclear spacing R/R0 [R0 is defined in
Eq. (4)]. The Stark energy difference δ between the |p ± 1/2〉 and
|p ± 3/2〉 states is assumed to be positive.

Zeeman degeneracy of the p3/2 state so that Wp±1/2 $= Wp±3/2,
although Wpmj

= Wp−mj
. As a result, there are two sets of

dipole-dipole-coupled states with nearly degenerate R = ∞
asymptotes, which leads to the potential wells. The small spin-
orbit splittings of the higher-" states should also lead to wells in
zero field, but their positions will be fixed. We define the energy
splitting δ by δ ≡ Wp±1/2 − Wp±3/2. By the appropriate choice
of ac or dc electric field δ can be made positive or negative [20].
In Fig. 1(c) we show the δ > 0 case in which the |p ± 1/2〉
states lie above the |p ± 3/2〉 states at R = ∞.

The system of interest is the diatomic system of one ns1/2
atom and one np3/2 atom, and we term its states the nsnp
states. We describe the nsnp states as ordered direct products
of atomic states. For example, atom 1 in the |s + 1/2〉 state
and atom 2 in the |p + 3/2〉 state yield the state |s + 1/2,p +
3/2〉. Constructing all the possible direct products of ns1/2
and np3/2 states provides a complete set of basis functions
for the nsnp states. We ignore the slight, ∼1%, admixture of
states of the opposite parity produced by the electric field, an
approximation which has a negligible effect. With our choice
of quantization axis the total azimuthal angular momentum M
of the system remains a good quantum number in the presence
of the electric field. There are four states of M = 0, eight of
M = ±1, and four of M = ±2. We first consider the case in
which the two atoms lie on the z axis, that is, R ‖ E, and
δ > 0. The nsnp states have two asymptotic R = ∞ energies
separated by δ, as shown by Fig. 1(c). When R ‖ E M remains
a good quantum number in the presence of the dipole-dipole
interaction, which is given by [1]

V̂dd = 1
R3

[d̂
(1) · d̂

(2) − 3(d̂
(1) · (R)(d̂

(2) · (R)], (1)

where d̂
(i)

is the electric-dipole-moment operator of atom i
and (R = R/R is the unit vector along the molecular axis. For
any finite R the dipole-dipole interaction couples only states
of the same M , and we focus on the four M = 1 states. We
ignore the M = 0 and ±2 states. There are four M = −1 states
degenerate with the M = 1 states, and the reasoning for the
M = 1 states also applies to them. As shown by Fig. 1(c),
as R → ∞ there are two M = 1 states which converge to
the |p ± 1/2〉 asymptote and two converging to the |p ± 3/2〉
asymptote. As R → ∞ the former two states have dipole-
dipole energy shifts proportional to ±1/R3, while the latter
pair are not dipole-dipole coupled to each other and have no
first-order dipole-dipole interaction. At small R, where Vdd *
|δ| two of the four M = 1 levels are shifted up in energy and
two down. Since the M = 1 levels cannot cross, the lower
level connected to the |p + 1/2〉 asymptote must have a well,
as shown in Fig. 1(c), and the minimum occurs at a value
of R such that Vdd ≈ |δ|. For the evaluation of Eq. (1) we
compute the matrix elements of the dipole operator via the the
Wigner-Eckart theorem [25] according to

〈pm|d̂(i)|sm′〉 = (np3/2‖d̂‖ns1/2)
[2 × 3/2 + 1]1/2
︸ ︷︷ ︸

=D

1∑

q=−1

C
3/2m
1/2m′1q(εq, (2)

where C
3/2m
1/2m′1q are Clebsch-Gordan coefficients and (εq are

orthonormal unit vectors arising from the decomposition of
the dipole operator into its spherical components [25]. The
reduced matrix element (np3/2‖d̂‖ns1/2) in Eq. (2) can be
written in terms of a radial matrix element between the np3/2
and ns1/2 states [19,25,26]. We find D =

√
1/3〈np|r|ns〉, and

for alkali-metal atoms 〈np|r|ns〉 ∼= n2 for n ∼ 40 [19]. Since
the sum in Eq. (2) is a term of order unity, the magnitude of
Vdd is given by

# = |D|2/R3. (3)

Equating # to |δ| yields the characteristic length R0, given by

R0 = (|D|2/|δ|)1/3 = [n4/(3|δ|)]1/3. (4)

Figure 1(c) also suggests that the depth of the potential well is
approximately |δ|/2.

While it is clear that there is a potential well when
θ = 0, two important questions remain. First, when θ $= 0 the
dipole-dipole interaction couples states of different M , and we
can no longer ignore states of M $= 1 which cross the M = 1
states. What is the effect of these couplings? Second, what
is the angular extent of the well in θ? Is it large enough to
be useful? To address these questions we calculate the energy
levels as functions of R and θ by diagonalizing the Hamiltonian
matrix resulting from the Stark shift δ and the dipole-dipole
interaction V̂dd. We first consider the effect of the other M
states. The dipole-dipole matrix elements have the following
dependence on θ : for %M = 0, 1 − 3 cos2 θ ; for %M = ±1,
sin θ cos θ ; for %M = ±2, sin2 θ . In general, all the levels are
coupled. In Fig. 2(a) we show the calculated M = ±1 levels
for θ = 0 as well as the M = 0 and ±2 levels which cross
the well level. For clarity we have omitted the other M = 0
and ±2 levels. In Fig. 2(b) we show the energy levels for
θ = 5◦. All the levels are coupled, and the degeneracies of the

031401-2spin-orbit coupling, we consider an additional potential
curve !2 with corresponding state jc 2i. Here we focus on
the two-dimensional setting where the motion is confined
to the x! y plane. The two potential curves !1 and !2
become near degenerate for R"1:33R0 and !¼!1:16j"j
and are shown in Fig. 4(a). In order to investigate the
quantum dynamics in the two cylindrically symmetric
potential wells, we evaluate the vector potential A in
Eq. (4) by numerical means [24]. Note that A is now
represented by a 2$ 2 matrix, where each component
A kl is a three-column vector. We find that the component
Að3Þ is zero, and the nonzero parts of Að1Þ and Að2Þ are shown
in Figs. 4(b) and 4(c) respectively. All components ofA are
evaluated for # ¼ 0 such that Að1Þ [Að2Þ] can be identified
with the radial (azimuthal) component of A. Near the
avoided crossing the off-diagonal element A 12 can induce
nonadiabatic transitions between the states jc 1i and jc 2i.
The coupling strength depends on the energy difference
j!1 ! !2j and the velocity of the relative motion. For a
quantitative description of this synthetic spin-orbit cou-
pling, we assume that the system is initially at rest and
prepared in the upper well state jc 2i [see Fig. 3(d)]. We
model the wave packet corresponding to the relative
atomic motion by a Gaussian with a full width at half
maximum of $ " 75 nm centered at R ¼ 1:5R0 and solve
Eq. (3) for q ¼ 2 in a box with radius 2:2R0. As the system
evolves, it will oscillate in the upper well, and near the
avoided crossing some population will be coherently trans-
ferred to the lower well state jc 1i. The probability den-
sities in the two states after the avoided crossing has been
traversed once is shown in Figs. 3(e) and 3(f). For the
chosen parameters an almost equal superposition of the

two internal states is created. Note that the two wave
packets experience different potentials [see Fig. 4(a)] and
hence they will separate in space for longer evolution
times.
We emphasize that the gauge fields Að1Þ and Að2Þ are

strongly non-Abelian as shown in Fig. 4(d). The commu-
tator C ¼ {½Að1Þ; Að2Þ(=@ is of the same order of magnitude
as the first term in Eq. (6), and thus the non-Abelian
signature is significant whenever the magnetic field gives
rise to sizeable effects in the quantum dynamics of the
system. This opens up the possibility to study the rich
physics resulting from non-Abelian gauge fields [28],
which is subject to further investigation.
In summary, we have shown that the dipole-dipole in-

teraction between Rydberg atoms can induce Abelian and
non-Abelian artificial gauge fields that influence the rela-
tive atomic motion significantly. The experimental realiza-
tion of our scheme could be achieved in optical lattices
where the lattice constant matches the desired initial sepa-
ration of the atoms. Alternatively, one could start with a
similar setup as described in Refs. [21,22], where the
dipole-dipole interaction between two individual Rydberg
atoms trapped in optical tweezers was investigated. The
optical potentials allow one to control the initial position of
the atoms before they are excited to the diatomic nsns state
via laser fields. A subsequent microwave field prepares the
system in the desired nsnp state jc 1i or jc 2i. In addition,
the optical trapping potentials could transfer linear mo-
mentum to the atoms before the excitation to the Rydberg
states occurs. Our calculations for the deflection in the
monopole field were carried out at zero temperature. By
considering a thermal velocity distribution, we estimate
that the deflection pattern will be washed out if the tem-
perature exceeds approximately 100 nK. These tempera-
tures are routinely achieved in optical lattices and dipole
traps [29]. Finally, the observation of the relative atomic
motion requires measurements of the density-density cor-
relations of the two Rydberg atoms. Such measurements
have been performed by ionization of the Rydberg atoms
[19] and by de-excitation to the ground state followed
by advanced imaging techniques [20]. We thus believe
that the experimental observation of the deflection in the
monopole field and the splitting of the motional wave
packet is feasible with current or next-generation imaging
techniques.
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FIG. 4 (color online). (a) Potential curves !1 (solid blue line)
and !2 (dashed blue line) in the x! y plane. (b) Imaginary

part of Að1Þ
12 ¼ ½Að1Þ

21 () for # ¼ 0. (c) Real parts of Að2Þ
11 (solid red

line), Að2Þ
22 (dashed black line), and Að2Þ

12 ¼ ½Að2Þ
21 () (dotted blue

line) for # ¼ 0. (d) Matrix elements of the commutator
C ¼ {½Að1Þ; Að2Þ(=@. The red solid line shows C11 ¼ !C22, and
the black dashed line represents C12 ¼ C21. In (a)–(d), we set
! ¼ !1:16j"j. All components of A that are not shown in (b)
and (c) are zero.
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• Dimer with more complicated state 
space and external fields:

• Selected molecular potential exhibit conical intersection
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Figure 6. Semi-classical simulation of the system dynamics in the
x–y plane. The initial conditions are 〈ρ〉 = 1.5R0 and 〈p〉 = 0. The
system is prepared in the internal state |ψ2〉 at t = 0. The parameters
are " = −1.13|δ| and $L/|δ| = 2.8 × 10−6, corresponding to
|δ| = 2π × 11.4 MHz, 39K atoms with principal quantum number
n = 30 and R0 = 2.85 µm. We neglect effects due to the finite
lifetime of the molecule (t|δ| ≈ 1300) and thus restrict the analysis
to times that are significantly smaller. (a) Position 〈ρ〉 as a function
of time. (b) Population of the internal states. The red solid line
corresponds to |ψ2〉 and the blue dashed line shows the population
in |ψ1〉. The black dotted line shows the sum of the population in
|ψ1〉 and |ψ2〉.

the system dynamics is shown figure 6 5. At the initial position
ρ = 1.5R0, the system experiences the attractive part of the
potential curve ε2. It thus starts to move towards the avoided
crossing at ρ ≈ 1.33R0; see figures 5(a) and 6(a). Near the
avoided crossing, transitions between the two internal states
occur, and eventually an almost equal superposition of the
states |ψ1〉 and |ψ2〉 is created (see figure 6(b)).

Note that this semi-classical approach does not account
for all physical phenomena. In particular, in a full quantum
mechanical treatment, the relative motion is described by a
wavepacket that splits as it moves across the avoided crossing.
The two wavepackets corresponding to the internal states
|ψ1〉 and |ψ2〉 experience different potentials and will thus
separate in space. It follows that the avoided crossing acts like
a beamsplitter for the wavepacket of the relative motion. The
full quantum mechanical analysis of this problem is beyond

5 The lifetime of a Rydberg dimer with n = 40 was estimated in [23] to be
42 µs for alkali atoms. Since the lifetime scales with n3, we find t|δ| ≈ 1300
for |δ| = 2π × 11.4MHz and n = 30.

the scope of this work and will be presented elsewhere [29].
The experimental observation of the splitting of the motional
wavepacket requires measurements of the density–density
correlations of the two Rydberg atoms. Such measurements
have been carried out by the ionization of the Rydberg atoms
[25] and by the de-excitation to the ground state followed
by advanced imaging techniques [37]. We thus believe that
the synthetic spin–orbit coupling is detectable with current or
next-generation imaging techniques.

The preceding results demonstrate that the vector potential
Ã results in a coupling between the relative atomic motion and
internal electronic states. It follows that our system realizes
a synthetic spin–orbit coupling. In addition, we find that all
components of the commutator

C = ı
!

[Ã(1), Ã(2)] (34)

are different from zero; see figure 5(d). It follows that the
gauge fields A(1) and A(2) are non-Abelian. We point out that
the diagonal elements of C can be calculated directly without
the knowledge of the vector potential Ã. This is shown in
appendix C. The non-Abelian character of the gauge fields
has a direct impact on the magnetic field via equations (17)
and (18). Since the commutator C is of the same order of
magnitude as the artificial magnetic field experienced in the
state |ψ1〉 alone (see figure 3(b)), the non-Abelian effects will
be of the same size as the impact of the magnetic field on
the quantum dynamics in the internal state |ψ1〉. In particular,
the Lorentz force acting on the relative atomic motion will
contain a distinct signature of the non-Abelian character of the
gauge fields [38]. A more detailed investigation of non-Abelian
signatures [39] in the quantum dynamics of our system is the
work in progress and will be presented elsewhere.

Finally, we point out that the full dynamics of this system
is much richer than theU (2) gauge theory discussed so far. The
blue dotted line in figure 5 shows the energy curve ε3 of a third
state |ψ3〉, which crosses |ψ2〉 at R ≈ R0. This crossing turns
into an avoided crossing outside the x–y plane, and hence it can
be regarded as a conical intersection [30, 31]. For small values
of z, the coupling between |ψ2〉 and |ψ3〉 will be significant,
and thus all three states have to be taken into account.

5. Summary and discussion

In summary, we have shown that the dipole–dipole interaction
between Rydberg atoms can induce sizeable Abelian and non-
Abelian artificial gauge fields affecting the relative motion of
the two atoms. Our system is several orders of magnitude larger
than conventional molecules and the exquisite control over
individual Rydberg atoms allows one to engineer non-trivial
gauge fields. In the case of an Abelian gauge field and adiabatic
motion in a single molecular state, the corresponding magnetic
field results in a Zeeman shift of the rotational states. More
specifically, the Zeeman shift lifts the degeneracy of rotational
states whose azimuthal angular momenta have opposite sign.
This result reflects the broken symmetry in our system due to
the different Stark shifts of the mj > 0 and mj < 0 magnetic
sublevels of the individual Rydberg atoms. In particular, we

7

• Conical intersection crossing
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